


Everyday 
RNA 

�e Future of RNA 
Medicine 



This�page�intentionally�left�blank�



NEW JERSEY • LONDON • SINGAPORE • BE IJING • SHANGHAI • HONG KONG • TAIPEI  • CHENNAI  • TOKYO 

World Scientific 

Sean P Ryder 
UMass Chan Medical School, USA 

Everyday 
RNA 

�e Future of RNA 
Medicine 



Published by 

World�Scienti¿c�Publishing�Co.�Pte.�Ltd.�
5�Toh�Tuck�Link,�Singapore�596224�
USA�o৽ce:��27�Warren�Street,�Suite�401-402,�Hackensack,�NJ�07601�
UK�o৽ce:��57�Shelton�Street,�Covent�Garden,�London�WC2H�9HE�

Library�of�Congress�Control�Number:�2025011780�

British Library Cataloguing-in-Publication Data 
A�catalogue�record�for�this�book�is�available�from�the�British�Library.�

EVERYDAY RNA 
The Future of RNA Medicine 

Copyright�©�2026�by�World�Scienti¿c�Publishing�Co.�Pte.�Ltd.�

All�rights�reserved.�This�book,�or�parts�thereof,�may�not�be�reproduced�in�any�form�or�by�any�means,�
electronic�or�mechanical,�including�photocopying,�recording�or�any�information�storage�and�retrieval�
system now known or to be invented, without written permission from the publisher. 

For�photocopying�of�material�in�this�volume,�please�pay�a�copying�fee�through�the�Copyright�Clearance�
Center,�Inc.,�222�Rosewood�Drive,�Danvers,�MA�01923,�USA.�In�this�case�permission�to�photocopy�
is�not�required�from�the�publisher.�

ISBN� 978-981-98-0626-3�(hardcover)�
ISBN� 978-981-98-0749-9�(paperback)�
ISBN� 978-981-98-0627-0�(ebook�for�institutions)�
ISBN� 978-981-98-0628-7�(ebook�for�individuals)�

For�any�available�supplementary�material,�please�visit�
https://www.worldscienti¿c.com/worldscibooks/10.1142/14130#t=suppl�

Desk�Editor:�Shaun�Tan�Yi�Jie�

Typeset�by�Stallion�Press�
Email:�enquiries@stallionpress.com�

Printed�in�Singapore�

https://pezeshkibook.com



To my children who inspire me to be a better human, 

who support me when I’m down, 
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Disclaimer

The views and opinions expressed by the Author of this book regard-

ing vaccines and genome editing technology is in his individual 

capacity and do not necessarily reflect the views or opinions of the 

Author’s affiliations, or the Publisher and its employees.

The content of this text is for informational purposes only and 

is not intended to diagnose, treat, cure, or prevent any condition or 

disease. You understand that the content of this text is not intended 

as a substitute for direct expert assistance. If such level of assistance 

is required, the services of a licensed professional should be sought.

Your use of this book implies your acceptance of this disclaimer.
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Preface

 

It is an honor to be asked to write this volume, although I must admit

it has been an  arduous and stressful  task. In agreeing  to write  it,

I expressed my intent to present the information in a way that would

be accessible to readers that lacked an advanced science education.

My editors gracefully agreed. I believe that science is for everyone,

not just for a few initiated in the art. An important part of my job is

to share what  I’ve  learned  with members of  the community that

surrounds and supports me. My first love is running a research lab,

but I also enjoy spending time in the local community demystifying

science for my neighbors. My intention here is to bring that spirit

to the subject at hand — RNA therapeutic research and its potential

impact to our daily lives.

  For a variety of reasons, I find myself walking in many worlds.

I   have  partied  with  bikers,  danced  with  ballerinas,  performed

on   stage  with guitar in hand. I’ve wrenched  on  motorcycles with

loc  ksmiths  and  lawyers,  had  lunch  with  Nobel  La  ure  ate  s,
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conversations with Congressmen, and I’ve spent hours talking to

people recovering from addiction. No matter who you are or where

you are from, you are my peer. I take  great pleasure in talking  to

people, learning about their life, and freely exchanging ideas. I am

interested in learning as much as I am in teaching. I am grateful for

the blessings that have been bestowed upon me by my family, the

education I received, and the opportunities the I have been given. It

is my strong desire to share what I have learned with  everyone, not

just specialists. Just because someone isn’t trained in the chemistry

of RNA doesn’t mean RNA won’t impact their lives directly.

  It is my duty to provide a fair and honest appraisal of the science

I describe in this book. My job as a scientist is to discover new things

and to share that information freely. That’s where it ends. I am not

a policymaker, nor do I make the rules. Everyone has a role to play

when deciding how science impacts society. That’s just as true for

RNA research as it is for fiscal policy. Throughout this book, I have

shared my opinion on several matters important to me. Please under-

stand that these are simply the opinions of one man, no more or less

important than anyone else’s. Having said that, I have made it my

mission to have an  informed  opinion and justify it with data.

  Specialists may find aspects of this book overly simplistic. I apol-

ogize for this, but some simplification is needed to ensure the big

picture is not lost. Like a tattoo, when you try to add too much detail

in  too  small  of  a  space, the  artwork falls  apart and  the  lines  get

blurred. I have done my best to summarize the state of the field, but

I have certainly skipped over several key advances in the name of

brevity. Please know  this  was not done out of malice, but instead
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with a mind towards preserving intelligibility. Where possible,  

I provide references to comprehensive reviews that will provide more 

details to those interested in learning more. I will also admit to 

recency and proximity biases in my research for this text. I am for-

tunate to work at UMass Chan Medical School which houses a 

thriving community of RNA researchers. Their ideas have crept into 

my head more frequently than others simply because they are near. 

To be clear, excellent RNA research is happening in all corners of 

the globe. I have also tried to interject a few personal stories in hopes 

that it will make the content more relatable. I do this not with an 

intent to overshare, nor out of a sense of vanity, but to help convince 

others that scientists are human too, full of doubts, fears, and failures.

Finally, I am not a medical doctor, and nothing in this book should 

be construed as medical advice. The therapies described herein 

should only be considered by a trained clinician with a clear view 

of the risks and benefits for the patient. I am not a stakeholder in 

any biotechnology or pharmaceutical company, and I do not stand 

to profit financially through sales of medications or shares of com-

panies mentioned in this book.

Sean Ryder, Ph.D.
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An RNA Primer

1.1 What is RNA?

What is RNA? Good question! As a young Ph.D. student in my early 

twenties, I attended a research conference at the University of Wis-

consin Madison held by the RNA Society — an illustrious cabal of 

molecular biologists, biochemists, and geneticists who dedicate their 

careers to unwinding the mysteries of RNA. It was 1998, I was fresh-

faced and green, excited to be among a group of scientists whose 

work I had studied in class and whose papers were foundational to 

the research project I was about to begin. I was there to learn, to 

meet new people, and introduce myself to their world.

On an afternoon conference break, I found a quiet table on the 

terrace outside of the Memorial Union Building. I sat quietly with a 
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Part I :  

friend  intending  to  take  in  some  lakeside  sunshine.  We  were

approached by an older couple intrigued by the name tags hanging

around our necks. “What is RNA?”, asked the  gentleman.  Before

I could formulate an answer, he followed up with: “Does it stand for

Registered Nurses Association?” Unable to contain my laugh, I said:

“No, it stands for ribonucleic acid, we are scientists that do experi-

ments on RNA!”. This in turn elicited a laugh from our inquisitor,

who said: “Acid, huh? I experimented with that too. Didn’t turn me

into a scientist, though.” And off they went, leaving my friend and

I more than a little amused. I can definitively state that RNA is not

that  kind of acid.

  My graduate school roommate Joshua Warren was also a budding

RNA scientist. He studied the shape of RNA with nuclear magnetic

resonance spectrometry, an approach that uses giant super-cooled

electromagnets to measure the distance between atoms in a molecule

that can be a hundred thousand times smaller than the width of a

human hair. NMR “jocks”, as they are casually referred to in the field,

are scientists with a solid grasp of the fields of quantum mechanics,

electromagnetism,  and  chemistry.  They  also  typically  display  a

healthy dose of horse sense, which Josh had in abundance.

  My favorite Josh memory is when his parents came to visit our

apartment in New Haven, Connecticut. Both of Josh’s parents worked

in the legal system. His father, a Vietnam war veteran, practiced law

in Gadsden, Alabama. His mother worked in the State of Alabama

Judicial System. I have  a  cherished  memory of Josh struggling to

explain his research project to his parents. No small task, as his work

involved lots of math, chemistry, and physics. After failing to describe

4
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his  work in laymen’s terms to his parents, Josh finally settled on:

“I do RNA NMR, that’s it, that’s what I work on.” His father quickly

retorted: “Son, aren’t you a little old to be working on the alphabet?”

It was humiliating, hilarious, and honest all at the same time. It makes

for a great story. Sadly, Josh passed away not long after, succumbing

to an undiagnosed aortic aneurysm in 2007. I think about him often,

and I am grateful for the times we shared together as young students

embarking on a career in RNA research. His father died a few years

later. I  am  grateful for him too, for his wisdom  and wry sense  of

humor.

  Moving forward ten years, now an established academic running

my  own lab, I  was invited back to Madison  by  the  University  of

Wisconsin’s RNA Club to give a seminar on my research. But there

was a catch. I had to give the talk without slides or PowerPoint files.

I was required to give a chalk talk — old-school — which seemed

daunting at first but turned out to be  a  fun  experience. The real

challenge, as it turns out, was that there was no chalk to be found

in the seminar room. Just tiny scraps and fragments left over from

previous classes, barely large enough to hold on to. I hadn’t thought

to  bring  any  of  my  own  because,  frankly,  we  live  in  a  time  of

dry-erase  markers, whiteboards,  and laptops. No one uses  chalk

anymore.

  An hour  later,  hands weary from  holding chalk  shrapnel and

coated in a thin layer of dust, my hosts thanked me for my presen-

tation and offered me a gift — a wine bottle with a custom printed

label  reading  “Arrenay,  2016  vintage”,  with  a  description  that

read “Crystal clarity, spicy zest, a hint of nuts, and a lot of chalk”.

5
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Part I :  

The bottle was filled  with sand from the shores of Lake Mendota

and several pieces of brand-new  unused chalk in multiple colors.

Great. Thanks.

  But the joke was not over. The real fun came at the airport, headed

back to Massachusetts. I was travelling light and had not checked a

bag. The Transportation Security Administration (TSA) agent was

not at all amused by the bottle of powdered material that I certainly

did not pack myself. I tried to explain that it was a gift from the RNA

Club. He asked the infamous question: “What is RNA?” I replied,

“Ribonucleic acid,” which elicited the stern response: “You are tell-

ing me there’s acid in here?”  “No,” I said, “there’s sand and some

chalk. It’s  a  bit of a  joke  gift.” I  got  thoroughly searched and the

explosives testing kit came out. Fortunately, everything tested clean,

and TSA did eventually let me on the plane. Now I have a bottle of

Arrenay sitting in on a shelf in my office as a trophy complete with

a TSA inspection sticker. What is RNA, indeed. Not an explosive,

thankfully, which was good enough for the TSA that afternoon.

  By now we’ve all heard about RNA viruses and RNA vaccines. I’m

just as likely to read about RNA in the newspaper as I am in an aca-

demic journal. It’s an everyday term. As a  result, more and more

people are looking for answers to the “What is RNA?” question.

Many RNA scientists in my profession struggle to explain our work

to our family, friends, and neighbors the same way I did with the

TSA in Madison, or Josh did with his family. Now more than ever

it’s imperative that we break down the barriers of communication.

RNA is no longer just for cells. It’s in bottles on pharmacy shelves,

it’s in needles that find their way into arms. My goal is to explain to

6
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everyone who will listen, in clear terms, what RNA is, what it can 

do, how it can help, and what potential problems might arise as a 

result. It is my hope that this book will clear up any misunderstand-

ings and misgivings that remain and shine the spotlight on a  

molecule that has the potential to transform modern medicine. 

What follows is a brief primer on the chemistry and biology of RNA, 

followed by a discussion of approved RNA therapeutics, how they 

came to be, and where we go from here.

7
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DNA, Chromosomes, 
and Genes

2.1 DNA 101

To really understand RNA, we must first learn about DNA. DNA 

and RNA are chemically similar but play very different roles in our 

cells. RNA is made from DNA, so it’s important that we consider 

each at a chemical level so we can understand how and why they 

are different.

DNA is a linear polymer of chemical building blocks called nucle-

otides. There are four of them: adenosine (A), guanosine (G), cytidine 

(C), and thymidine (T). They are diagrammed in Figure 2.1. The 

nucleotides can be divided into three parts — a sugar, a phosphate, 

8
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Fig. 2.1.  The chemical building blocks of DNA. There are two purines (A and G) and 
two pyrimidines (C and T). Non-carbon atoms are boxed and labeled. The nucleobase 
is colored in light grey, the 2′-deoxyribose sugar in dark gray, and the phosphate group 
in black. These are labeled in the structure of 2′-deoxyadenosine. Note that the sugar 
and the phosphate groups are the same in all four structures. Only the nucleobases 
differ.

and a nucleobase. The sugar has five carbons and forms a five- 

membered heterocyclic ring. The sugar’s chemical name is  

2′-deoxyribose, which gives us the “D” in DNA. The phosphate is 

simply a phosphorous atom with four oxygens attached. Under 

normal body pH, the phosphate oxygens lose their associated hydro-

gen atoms, which makes them acidic. There’s the “A”. The phosphate 

is attached to the 5′ carbon of the sugar to make up the DNA back-

bone. The final component, the nucleobase (“N”), is attached to the 

1′ carbon of the sugar. The nucleobase is what gives the nucleotides 

A, C, G, and T their unique identity. The sugar-phosphate backbone 

is the same for every nucleotide. Only the nucleobases differ. When 

9
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strung together into  a  chain, these  four simple  molecules  form a

code that defines everything that our bodies produce. This is true

for all living things on Earth — excluding some viruses and selfish

genetic elements, whose classification as “alive” is debatable [Villar-

real, 2008]. All eukaryotes, prokaryotes, and archaea contain long

chains of DNA that are used to store information.

  DNA is double-stranded,  which  means two  linear polymers of

DNA  with  complementary  sequences interact  to  make  a  duplex

structure (see  Figure  2.2).  You have likely seen the famous model

published by Watson and Crick from information  gathered from

Rosalind  Franklin,  Maurice  Wilkins, Erwin  Chargaff, and  many

others [Watson and Crick, 1953b]. For the  duplex to form correctly,

the two strands must pair in opposite orientations, meaning that one

strand is “head-to-tail” and the other is “tail-to-head”. In more pre-

cise terms, the “head” of a DNA strand is the end with a 5′  phosphate

(or  hydroxyl), and the “tail” is the end with a 3′  hydroxyl group. We

refer to this as an anti-parallel arrangement of the two DNA strands.

  For the strands to pair correctly, it is essential that the two strands

have  complementary sequence. But what do we mean by “comple-

mentary”? In short, A nucleotides in one strand must be opposite of

T nucleotides in the other, and G nucleotides must be opposite of C

nucleotides. As such, the number of A bases must match the number

of  T bases, and similarly the number of G  bases must match the

number of C  bases in any  given DNA  duplex. This fact was first

deduced experimentally by Erwin Chargaff [Chargaff  et al., 1952]

then explained by the pairing scheme in Watson and Crick’s DNA

model. Any deviation from this pattern causes a change in the shape

https://pezeshkibook.com.ir



Fig. 2.2.  The three-dimensional structure of DNA. The structure on the left shows a 
space-filling model revealing how the two DNA strands wrap around one another. The 
structure to the right is the same molecule, this time rendered to show the DNA itself. 
Below are individual A-T and G-C base pairs. The dashed lines represent the hydrogen 
bonds that hold the base pairs together. The images were rendered from coordinates 
provided in 1bna.pdb from [Drew, et al., 1981].

of the DNA backbone structure. Our bodies recognize that change 

as a problem and will activate DNA repair pathways to resolve it 

[Iyama and Wilson, 2013]. When the strands properly form, the 

double-stranded DNA structure is remarkably stable — resistant to 

heat, acid and base treatment, and certain types of oxidation 

11
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[Saenger, 1984]. This stability is essential to DNA’s role in our bod-

ies, which is to store the information that makes you, well, you.

2.2 Where Does DNA Come From?

Where does DNA come from? How do our bodies know the order to 

string nucleotides together? Good questions! DNA must be produced 

from a pre-existing DNA molecule [Watson and Crick, 1953a]. Our 

cells lack the ability to synthesize new DNA without a template. We 

can only copy DNA that is acquired from some external source (our 

parents). Each strand of the DNA that we inherit is used as a template 

to make a new copy of the opposing strand. The DNA duplex  

must unwind so that the enzymes that copy it — called DNA  

polymerases — can access the nucleobase sequence. They “read” the 

sequence in the parent DNA molecule through complementary base 

pairing and nucleotide shape recognition in the enzyme’s active site 

(A across from T, G across from C, etc.) [Bessman et al., 1956; Joyce 

et al., 1982]. DNA polymerases are tiny molecular machines built 

from multiple proteins that work together to achieve the activities 

necessary for DNA replication — unwinding the DNA, reading the 

sequence, then building complementary sequences of both strands 

at the same time, all without damaging or destroying the template 

copy [Loeb and Monnat, 2008]. The information stored in our DNA 

is handed down from generation to generation. It is our job to pre-

serve it!

Humans typically inherit 23 individual DNA molecules (called 

chromosomes) from Mom and 23 more from Dad when the sperm 

12
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fertilizes the egg (see Figure 2.3). The chromosomes are very long, 

containing between 40 and 250 million nucleotides each [Tjio and 

Levan, 1956]. The first 22 chromosomes are known as autosomes. 

They exist in pairs, one from each parent, which are similar but not 

identical to each other in sequence. These are called sister chromo-

somes. The final two are the sex chromosomes, X and Y. Females 

typically (but not always!) have two X chromosomes, and males 

typically have an X and a Y [Brush, 1978]. The X and Y chromosomes 

Fig. 2.3.  Diagram of the human karyotype. Typically, autosomes (chromosomes 1–22) 
exist in pairs, one from each parent. The sex chromosomes are either X/Y for males or 
X/X for females, with one sex chromosome inherited from each parent. Image adapted 
with permission from a graphic created by Mikael Häggström, M.D.

13
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Part I :  

are different sizes and contain different sequences. From the moment 

of fertilization throughout a person’s lifespan, these 46 chromosomes 

must be faithfully copied trillions of times! Every cell we make needs 

a copy. As such, DNA replication must be of extremely high fidelity, 

as errors that happen during replication change the information that 

is encoded on the chromosomes. The fact that DNA replication occurs 

with such exquisite fidelity, rarely making an error, is a wonder of 

the natural world. 

2.3 Genes, Mutations, and Disease

Each chromosome contains thousands of units of information that 

we call genes. Genes contain the information needed to build mac-

romolecular machines from protein, RNA, or both. The machines 

are used by cells to achieve their specific functions. The DNA also 

encodes the regulatory information needed to produce the necessary 

machines in the right cells, at the right place, and the right time. This 

allows cells to specialize and complete different functions. Liver cells 

produce the machines needed to detoxify the blood stream. Our bone 

marrow produces red blood cells that carry oxygen, white blood cells 

to fight infection, and platelets to form clots when we are injured. 

Nerve cells produce transmitters and ion conducting channels that 

transmit electrical impulses from one part of the body to another. To 

be clear, even though the same DNA is present in all our cells, each 

cell uses different genes on that DNA to achieve specialized functions.

Our DNA is like an instruction manual that defines how to be a 

human. Each cell must contain a copy of that manual. The copies 

14
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must be accurate, or the instructions that encode cellular functions 

will be wrong. When errors happen, we call them mutations. Muta-

tions can impact the production of a cellular machine, change the 

mechanism of how it works, or limit its ability to be regulated [Brown, 

2002]. Mutations can cause genes to become active in the wrong 

cells or at the wrong time, or they can silence genes that should be 

active.

These mistakes, depending on where they occur, can lead to a 

variety of diseases, including cancer, inflammatory disease, metabolic 

disease, and so on. If mutations occur in the cells that become our 

sperm or eggs, they will be passed on to the next generation, and 

every cell produced by our children’s bodies will now contain that 

mutation. These can cause heritable diseases such as sickle cell  

disease, beta-thalassemia, Huntington’s disease, and many more.  

A comprehensive list is maintained at the Online Mendelian Inher-

itance in Man website (www.omim.org) [Amberger et al., 2015]. In 

rare cases, mutations may confer some reproductive benefit [Schaff-

ner and Sabeti, 2008], which makes them more likely to be passed 

on to the next generation.

Sometimes a mutation can be both beneficial and harmful. Your 

author is a carrier of a mutation that causes beta-thalassemia, the 

most common heritable monogenic disease in the world [Jaing  

et al., 2021]. In people with beta-thalassemia, both copies of the 

beta-globin gene (one from Mom and one from Dad) are mutated so 

that beta-globin is no longer produced in their bone marrow stem 

cells (see Figure 2.4). Patients with this disease develop severe health 
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  Fig.  2.4.  The globin gene cluster located on  chromosome 11. This cluster contains 
several genes that have very similar properties. LCR is the locus control region, it’s a 
DNA enhancer element that selects which globin gene is expressed. Embryos express
HBD, older fetuses express HBG1 and HBG2 (gamma-globin), and after birth, only HBB 
(beta-globin) is expressed. HBG1, HBG2, and HBB can all be used to make functional 
hemoglobin. In  beta-thalassemia, HBB is inactive due to mutations inherited from the 
parents. All patients with this disease have functional at least one functional HBG gene,
or else they would not have survived to birth. If we could figure out how to convince our 
bodies to reactivate the HBG gene, then we could cure this devasting disease!

issues early in childhood including brittle and deformed bones, pale

skin, microcytic  anemia, jaundice, and failure to thrive  [Baird  et al.,

2022]. The typical treatment is blood transfusions for life, which is

often less than 30 years. However, people like me, who are carriers

of the  disease with one good copy and one  bad copy of the beta-

globin gene, are mostly asymptomatic and lead normal healthy lives.

As such, this disease is considered recessive — you need two bad

copies of  the  gene to manifest the  disease. One good copy of  the

beta-globin gene is enough to prevent serious disease!

  So why is this recessive  disease so common? It turns out that

carriers like me are resistant to  malaria [Siniscalco, 1961; Willcox
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et al.,  1983;  Yenchitsomanus  et  al.,  1986].  Malaria  is  caused  by

infection of the blood from a single-celled protozoan parasite called

Plasmodium. These parasites are introduced into the blood stream

through mosquito  bites. In regions of the  world where  Plasmodi-

um-containing  mosquitos  are  prevalent,  the  incidence  of  beta-

thalassemia is higher than elsewhere in the world. This resistance

to  malaria renders carriers more likely to pass on their genes, thereby

increasing  the  likelihood  that  their  children too  are  resistant  to

malaria, but also increasing the incidence of  beta-thalassemia if both

of their parents happen to be carriers. In areas of the world with no

malaria, the prevalence of  beta-thalassemia is much  lower, as the

presence  of a  mutated gene  provides  no benefit, just high risk  of

disease in children.

  To summarize, DNA is an instruction manual that must be copied

trillions of times over a lifetime. It contains information called genes

that encode molecular machines needed for cells to do their jobs. It

also contains the information that defines which machines get pro-

duced in which cells.  Infrequent  mistakes do happen during the

DNA copying and repair processes. Sometimes, DNA gets damaged

and must be repaired, which can also introduce errors. When mis-

takes  are  not  corrected,  they  become  mutations.  Mutations  can

sometimes cause disease, both acquired and heritable, depending on

which tissues and organs harbor the  mutation. Sometimes mutations

can confer a reproductive benefit. If conditions are right, these muta-

tions will become  the  new “normal” in a population over several

generations. This is the molecular basis for Darwin’s theory of evo-

lution [Darwin, 1860].
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If DNA is the instruction manual, who’s reading it? How is it read? 

What are the machines encoded within, and how do they work? 

What goes wrong to cause diseases like cancer or inflammatory 

disease? Important questions that give us an opportunity to talk 

about this book’s protagonist — RNA.

18

https://pezeshkibo
ok.com



What is RNA?

3.1 RNA Chemistry: The Basics

Like DNA, RNA is a simple linear polymer of nucleotides. As with 

DNA, there are just four to consider: A, G, C, and uridine (U). U is 

slightly different from T but not by much; it lacks a methyl group at 

the five position (see Figure 3.1). The main difference stems from 

the identity of the sugar in the RNA compared to the DNA backbone. 

RNA contains ribose (the R in RNA) in place of 2′-deoxyribose. As 

you may have guessed, the 2′ carbon of ribose contains an extra 

oxygen molecule compared to the sugar found in DNA. This small 

difference has a profound effect on both the shape and stability of 

RNA molecules [Saenger, 1984]. RNA is much less chemically stable 

than DNA and will spontaneously fall apart in the presence of mild 
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  Fig.  3.1.  The chemical structures of the four RNA nucleotides. Please compare these
structures to those shown in  Fig.  2.1. The dark arrows point to the chemical differences
between ribonucleotides and their  corresponding 2′-deoxyribonucleotides. Only one
nucleobase is different —  uridine (U) replaces  thymidine (T).

base via a mechanism called  alkaline hydrolysis. RNA is also less

stable  in the  presence of certain oxidative agents, like  periodate,

which will react with adjacent 2′  and 3′  oxygens of a  ribose sugar to

produce aldehydes.

  https://pezeshkibook.como changes the shapes adopted by 

RNA mol-ecules compared to DNA. With everything else being 

equal, a  duplex of RNA will be wider, shorter, and more twisted 

than an equivalent duplex of DNA (see  Figure  3.2).  This in turn 

changes how much energy is  necessary  to pull the  two strands 

apart. This  is entirely due   to  a  shift  in  the  most  favored  sugar  

pucker  between  ribose

and  2′-deoxyribose. For those of you  that have  taken an organic
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Fig.  3.2.  The structure of  duplex RNA. Like DNA, RNA can form duplexes that have
an antiparallel orientation, with “head-to-tail” pairing. As with DNA, G pairs with C
using three hydrogen bonds. In RNA duplexes, A pairs with U instead of T, but the groups
involved in the hydrogen bonds are the same in T and U. The biggest difference between
RNA and DNA duplexes is in the shape of the backbone. The  ribose sugar causes
double-stranded RNA to adopt a different geometry. An RNA  duplex of the same number
of base pairs as DNA will be shorter, wider, and more twisted. The distance between base
pairs is smaller. These changes make RNA duplexes harder to pull apart than DNA
duplexes. The structures were rendered from coordinates in 1SDR.pdb [Schindelin et al.,
1995].

chemistry  class  in the United  States,  you may  have heard  about

“chair” and “boat”  sugar  pucker  conformations for the common

six-carbon sugars (like glucose). Five-carbon sugars also bend and

twist into different conformations to minimize the repulsive forces
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  Fig.  3.3.  DNA vs. RNA  sugar pucker. Comparison of a G nucleotide from DNA to a G
nucleotide from RNA, focusing on the sugar (thick lines). In both, the sugar atoms are
diagrammed as spheres. The atom that rises out of the plane (endo) from the others is
in dark gray. In DNA, the 2′-carbon is up, and in RNA, it’s the 3′-carbon. This difference
is why  duplex RNA looks so different from  duplex DNA.

inside their ring structures. The  two conformations are known as

“envelope” and “twist”. We need only consider the  envelope con-

formation to understand RNA vs. DNA. In the  envelope  sugar pucker

conformation, four of the atoms in the ring structure are co-planar,

and the  fifth resides  above  or below  that plane  (see  Figure  3.3).

Which atoms are co-planar and which atoms stick up or down depend

entirely on what chemical groups are attached to them. In DNA and

RNA, we need only consider the “up”, or endo, conformation, and

https://pezeshkibook.comrbons. In DNA, the most stable 

conformation is C-2′-endo, in which the 2′  carbon sticks up from 

the plane formed by the other atoms. In RNA, the 2′  carbon is 

bonded to an oxygen,and  this  changes  the  preferred  

conformation  to  C-3′-endo. That subtle difference has a huge 

impact on the shape of double-stranded

RNA compared to its DNA counterpart. Having said that, most of

the RNA found in cells is produced as a single strand rather than

two  complementary strands like DNA [Alberts, 2022]. Usually, only
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one strand of the DNA is copied to make RNA. Because RNA is often 

single-stranded, the backbone is more flexible, which means it can 

break more easily [Saenger, 1984]. However, the single-stranded 

nature of RNA enables intramolecular folding into interesting shapes 

where different regions of the same RNA molecule form hairpin 

structures, pseudoknots, kissing loop complexes, and more compli-

cated structures that can confer interesting biological properties. 

More on that later. 

3.2 How Genes are Decoded — The Central Dogma

The central dogma of molecular biology states that the biological 

information flows from DNA through an RNA intermediate and 

then into protein — the active macromolecules in our cells (see 

Figure 3.4) [Crick, 1970]. And despite several important and nota-

ble exceptions, this is largely true. The process by which the genes 

in our DNA are used to produce RNA is called transcription. And 

that’s exactly what it is. The RNA produced from DNA represents a 

copy of the important information stored in our genes. Many copies 

  Fig.  3.4.  The  central dogma of molecular biology [Crick, 1970]. There are several
notable exceptions. Retroviruses like HIV, the virus that causes AIDS, encode an  enzyme
the converts an RNA sequence into DNA [Baltimore, 1970; Temin and Mizutani, 1970].
The  SARS-CoV-2 virus, which causes COVID, uses RNA as a template to produce more
RNA molecules in a process called RNA-dependent RNA replication [Hillen et al., 2020;
Snijder et al., 2016; Xu et al., 2003]. Many RNA molecules do not encode proteins but
are functional of their own accord. Nevertheless, the  central dogma is largely true and
a good way to consider how information flows in our cells.
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can exist in one cell. In most cases, thousands or tens of thousands, 

although it varies widely [Marinov et al., 2014].

Like DNA replication, transcription requires a DNA template. 

The double strands of DNA must open to allow the enzymes that 

make RNA — called RNA polymerases — to read the DNA sequence 

(see Figure 3.5). As with DNA polymerases, RNA polymerases 

  Fig.  3.5.  mRNA synthesis by RNA  polymerase II. The structure of RNA  polymerase II
from yeast is shown in gray. This is a multiprotein complex that binds to DNA, unwinds
it to form a “bubble” in the DNA, and then selects a strand for  mRNA synthesis. In this
image, the protein structures are rendered as surfaces that are transparent, so you can
see the DNA and RNA inside. The growing RNA molecule is rendered in red, the template
strand of the DNA is in green, and the non-template (complement) strand is in blue. The
structure was rendered from atomic coordinates (5c4x) from an X-ray crystallographic
study of the entire complex [Barnes et al., 2015].
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proceed in a 5′  to 3′  direction and use  complementary base pairing

(C across from G, U across from A, etc.) to make a copy of the DNA

sequence. Unlike  DNA replication, RNA polymerases replicate just

one strand of the DNA, not both. Moreover, they don’t replicate the

entire  chromosome, just the contents of a specific gene. Because of

this, functional RNA molecules are much shorter than chromosomes.

Some  functional RNA  species  are less than  30 nucleotides long,

compared to a  chromosome which can be hundreds of millions of

nucleotides in length. Unlike  DNA replication, RNA polymerases

can make many copies of the gene that they are transcribing. Unlike

DNA polymerases, RNA polymerases make more  far more errors.

On average, DNA  polymerase makes one mistake for every 10 billion

bases replicated [Lang and Murray, 2008; Zhu  et al., 2014].  RNA

makes a mistake about once per 10,000 bases copied [de Mercoyrol

et al., 1992; Gout  et al., 2013; Shaw  et al., 2002]. Despite the high

frequency,  transcription errors are not as impactful as a mistake in

the  DNA  master  copy.  This  is  because  RNA  molecules  are  less

durable, and mechanisms exist to destroy RNA copies that are bro-

ken. These will be described in more detail later in this book.

  In a simplified view, three major types of RNA are necessary to

decode our genes (see  Figure  3.6). These are (1) ribosomal RNAs —

critical components of the cellular machine that builds proteins, (2)

transfer RNAs — adaptor molecules that convert RNA sequence into

amino acid sequence, and (3) messenger RNAs, which contains the

information necessary to string those amino acids together to make

a protein. All three types of RNAs must be transcribed to produce

even one protein. In our bodies, RNA is not an instruction manual

25

https://pezeshkibook.com



Part I :  

  Fig.  3.6.  The three major classes of RNA required to decode our  genome. Messenger
RNA (mRNA — solid black line) is the template, transfer RNA (tRNA — black diamonds)
the adapter, and  ribosomal RNA (rRNA — gray shape) is the machine that builds new
proteins.

like our DNA. It’s a working copy of the necessary chapters, ampli-

fied many times, so the information needed is available for use by

multiple gene-decoding machines at the same time. It is also a major

component  of  the  gene-decoding  apparatus,  both  transforming

nucleotide sequence into protein sequence and acting as an essential

part of the machine that does the decoding. The following sections

will introduce you to these classes of RNA and describe a few more

details about how they are made.

  I do not wish to sell RNA short. There are many additional roles

for this macromolecule in our cells. It can play structural roles in

both membrane-bound and  membrane-less organelles  inside our

cells. It can act as a gene regulator, controlling when and where some

RNAs get made, how much protein gets produced from an  mRNA,

and how long  mRNA molecules survive. It can be an  enzyme that

catalyzes chemical reactions  without the need for proteins. It’s an

address label, targeting gene expression to different parts of our cells.

And much, much more. The following chapters will describe how

RNA is used to decode the  genome. Other functional RNAs,  and

their use in  therapeutic applications, will be described in the later

sections of this book.
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DNA Decoded: 
Messenger RNA

 4.1  mRNA and The Genetic Code

If our DNA comprises dozens of chromosomes, each of which con-

tains hundreds to thousands of genes, and RNA represents a copy

of those genes, what do the RNAs do? What is their role in the cell?

And why do we need copies if the information is right there in the

DNA? The answers to these questions depend entirely on the type

of RNA being produced. The first type of RNA we will consider is

messenger RNA — simplified as  mRNA. The function of  mRNA is

to encode  for protein. Most cellular machines require proteins  to

function. Proteins are linear polymers made from 20 different amino

acids. Because of the chemical diversity of these amino acids, proteins
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can  fold  into  a wide  variety  of  interesting  shapes,  making them

capable of achieving diverse  functions and performing many jobs

required  by  the  cell.  Proteins  act  as  enzymes  that  catalyze  slow

chemical reactions, scaffolds to build larger complexes and structures

inside cells, signaling molecules that transmit information between

cells, gate-keeping  receptor proteins that decide what molecules can

enter the cell, and so much more [O’Connor and Adams, 2010]. The

DNA contains the code needed to make proteins, but the RNA pro-

duced from DNA is the molecule that is used to do the decoding.

  As we discussed above, there are only four bases of RNA, but 20

amino acids. As such, early pioneers in the field of molecular biology

deduced that the  code must contain at least three nucleotides per

amino  acid  [Crick  et  al.,  1961;  Gamow,  1954;  Yanofsky,  2007].

A   single  nucleotide  code would  allow  for just  four amino acids,

insufficient to produce the complex proteins that our bodies make.

A dinucleotide could theoretically encode 16 (4^2) unique amino

acids. Still not enough. A trinucleotide code enables 64 (4^3) pos-

sible amino acids, more  than  enough to code for each of  the  20

commonly found in proteins, with information space to spare.

  And that’s exactly how it works. Each  mRNA contains an open

reading frame  that has a  phase  of three  nucleotides [Crick  et al.,

1961]. Each three-nucleotide unit, or  codon, defines an  amino acid

in the protein that is being produced. The order of the codons in the

mRNA dictates the  order of  the  amino  acids  in the  protein. It is

extremely important  that decoding the  mRNA occurs “in frame”.

Consider  the  example  mRNA sequence in  Figure  4.1 below. This

RNA sequence could represent three different open reading frames,
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  Fig.  4.1.  Every  mRNA sequence has three potential reading frames. Each  reading frame 
produces a different protein sequence (represented by circles). In this diagram, Frame 1 
starts on the first nucleotide, Frame 2 on the second, and frame 3 on the third. Only one 
of the reading frames is “correct”, containing the information needed to decode the proper 
protein sequence.

depending on which nucleotide is used to start reading. Each frame

produces an entirely different sequence of amino acids. As  such,

getting the frame correct is the first step of decoding the  mRNA to

make a functional protein.

  The act of  mRNA decoding by the  ribosome is termed “transla-

tion”. To establish the correct frame, the  ribosome must know exactly

where to start and where to stop. There are 64 possible codons (see

Figure  4.2), but just one defines “start”. That sequence is AUG, the

codon that dictates the  amino acid  methionine [Nirenberg and Mat-

thaei, 1961]. With a few exceptions, all proteins will begin with a

methionine. Not all  methionine codons signal start, but almost all

start  codons  are  methionine [Zitomer  et  al.,  1984].  Usually,  the

first  methionine in the  mRNA code indicates the start point and estab-

lishes the frame. By contrast, three different codons signify “stop”.
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These are UAA, UAG, and UGA [Brenner et al., 1967; Brenner et al., 

1965; Epstein et al., 1963]. If the ribosome encounters one of these 

codons, a process is triggered that ends protein synthesis. 

Given that we have 20 codons that represent the individual amino 

acids, including the initial methionine codon, and three codons that 

represent stop, then what happens with the other 41 possible codons? 

It turns out that they also code for amino acids. The code is degen-

erate, meaning multiple codons can specify the use of the same amino 

acid. For example, CCC, CCG, CCA, and CCU all encode for the 

amino acid proline (P). Note that they all vary by only one nucleotide 

in the third position of the codon. This position has some flexibility 

in how the ribosome decodes it, and that flexibility enables multiple 

Fig. 4.2.  The genetic code. The triplet letters in gray correspond to the codons in the 
mRNA. The adjacent letters in black indicate the amino acid that they code for. The three 
stop codons are marked. The start codon, which codes for methionine, is in italics.
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codons to use the same machinery to encode for the same amino 

acid [Crick, 1966]. The identity of codons that represent each amino 

acid was defined experimentally in a brilliant detective story that 

involved many labs over many years [Nirenberg et al., 1963; Woese, 

1964]. I encourage you to read more about it because it’s a case study 

in deductive reasoning and how science works [Judson, 1996]. But 

for our purposes, a thorough description is beyond the scope.

Today, all that is needed is a quick online search to pull up a table 

that decodes our DNA. I’ve included one here. With the information 

given in Figure 4.2, it is now possible to read our DNA and the 

genes encoded within. Let’s revisit our sample mRNA sequence in 

Figure 4.1. Without looking ahead, can you figure out what the 

sequence in Figure 4.1 encodes? I’ll give you a hint. The start “AUG” 

codon is in the third frame. If you know the frame and the code, you 

can figure out that the sequence of amino acids encoded is “methi-

onine (M) – tyrosine (Y) –asparagine (N) –alanine (A) – methionine 

(M) – glutamate (E) – isoleucine (I) – serine (S) – serine (S) –  

glutamate (E) – alanine (A) – asparagine (N) - STOP”. In single 

letter amino acid code abbreviation, it spells MYNAMEISSEAN (my 

name is Sean, Figure 4.3). While it’s possible to do this example 

Fig. 4.3.  The correct translation of our sample sequence.
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quickly by hand, in practice we use a variety of software programs

and online tools to identify and decode open reading frames in DNA

sequences  [Sayers  et al.,  2022;  Stanke  et al.,  2004].  Real  mRNA

sequences  are  usually  considerably  longer  than  our  example

sequence.

  Why a  three-nucleotide code  instead  of four or more? No one

knows. The code could have been four, five, or 15 nucleotides. They

need not have been adjacent in the  mRNA, either. There is no rule

in evolution that says the simplest solution is best. We do know that

the three-nucleotide code  must be ancient,  because  all  organisms

use the same three-letter code. Across billions of years of evolution,

no organism has found a better solution. Why  not? Who knows!

When  faced with such questions, I am reminded of Leslie  Orgel’s

rule number two: “Evolution is cleverer than you are” [Dunitz and

Joyce, 2013]. Just because I can’t think of a good reason doesn’t mean

that one doesn’t exist. Dr. Orgel was a preeminent chemist and evo-

lutionary  biologist who devoted  his  career to understanding  how

nucleotides and nucleobases could have been formed in prehistoric

oceans.

  Many RNA scientists contend that life arose from RNA mole-

cules  that  learned  how  to  self-replicate  in  this  prehistoric  stew

[Gesteland and Atkins, 1993]. A fascinating hypothesis. But how

did life begin, really? No one knows. None of us were there. It’s

one  of  those  unanswerable  questions  that  eludes  investigation,

because in the vastness of the universe over the course of billions

of years, spontaneous formation of life doesn’t have to be probable.

Just possible.

32

https://pezeshkibook.com



4.2 Mutations, Revisited

Let’s consider mutations again. If position 20 of our sample RNA 

sequence is mutated from A to G, the codon changes from “GAA” 

to “GAG” (see Figure 4.4). Both codons code for glutamic acid (E), 

so the mutation has no impact on the protein produced. These are 

called silent mutations. Silent mutations are useful to evolutionary 

biologists because they can be used to estimate the background rate 

of mutations [Ohta, 1995]. The detrimental or beneficial impacts of 

such mutations that would otherwise impact their heritability are 

minimized, so it’s possible to calculate the rate of mutations without 

considering those confounding effects.

But what about a mutation that changes the code? Let’s consider 

a different substitution. What if position 28 is changed from C to U? 

Now instead of coding for a serine (E), the codon specifies leucine 

(L). The code takes on a whole new meaning and reads “My name 

is Lean” (see Figure 4.5). This is called a missense mutation because 

the identity of the encoded amino acid has changed. For what it’s 

worth, your author can’t remember the last time he was “lean”. 

It’s also possible to mutate a codon from one that specifies an 

amino acid to one that encodes “Stop”. This is called a nonsense 

  Fig.  4.4.  Silent mutations affect the DNA and  mRNA sequence but have no impact on
the protein sequence produced due to the degeneracy of the genetic code.
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Fig. 4.5.  Missense mutations affect the DNA and mRNA sequence, and change the 
identity of the affected codon to a different amino acid; in this case S becomes L.

  

mutation. Returning to our example, if position 30 is mutated from 

a G to a U, the serine codon is lost, a stop codon (UAA) is found in 

its place, and our sequence now is decoded as “My name is S” (see 

Figure 4.6). We’ve lost an important piece of information held by 

the code, i.e., the name of your author. Nonsense mutations are 

dangerous because they can lead to truncated proteins that may not 

fold properly. This activates a stress pathway in our cells called the 

unfolded protein response [Schröder and Kaufman, 2005]. Our 

bodies have a quality control pathway to detect when nonsense 

codons are present in mRNA to minimize the impact of this response 

[He and Jacobson, 2015]. 

So far, we have focused on single nucleotide substitutions. But 

what if DNA or RNA polymerase makes a mistake that inserts or 

deletes a single nucleotide? These types of mutations change the 

Fig.  4.6.  Nonsense mutations change an  amino acid  codon into a stop  codon, leading
to production of a truncated protein.
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reading frame downstream of the mutation, which affects every 

subsequent codon in the mRNA. Again, looking at our example 

sequence, let’s see what happens if a single G nucleotide is inserted 

before position 15 (see Figure 4.7). When we decode the sequence, 

it now reads: “My nadg nf Lgsel”. A single nucleotide deletion at 

position 15 changes the outcome again, but to something else. The 

sequence now reads: “My nawk fp Rkrtk”. Both lead to outcomes 

that convey no useful information! Such frameshift mutations cause 

big problems for cells, especially if the gene encoded is important to 

cell function or survival. What happens if three nucleotides are 

inserted, or deleted? Hopefully by now the answer is obvious. With 

a three-nucleotide insertion, an additional amino acid is encoded, 

but the frame remains the same. If three nucleotides are deleted, the 

reading frame is preserved, but one amino acid is removed. Insertions 

Fig. 4.7.  Frameshift mutations are any insertion or deletion that changes the triplet 
register of the codon. An insertion of a single base shifts the register by +1, which affects 
every amino acid downstream in the code (top panel). Deletion of a single nucleotide 
has a similar affect, but in the −1 frame (bottom panel). Every amino acid downstream 
is changed! Insertions or deletions that are multiples of three preserve the reading frame, 
and thus most of the information.
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or deletions that are not a multiple of three will change the  reading

frame and have a much larger impact on the coded protein.

4.3  Why  mRNA?

Given that  mRNA is copied from DNA, why does the  ribosome need

an RNA copy for  translation? Why not read the DNA code directly?

Cut out the middleman? There are many good reasons. First,  mRNA

is produced in multiple copies, each of which is decoded by multiple

ribosomes, leading  to amplification  of gene expression [Marinov

et   al., 2014]. For example, one  DNA code, copied ten times into

mRNA, each  of which is then read  by ten ribosomes,  provides a

100-fold amplification of the information.

  Second, in humans and all eukaryotic species, DNA exists within

a cellular compartment called the  nucleus. Proteins are synthesized

in a cell’s  cytoplasm. The  ribosome and other machinery necessary

to make protein resides in a compartment that is physically separated

from the DNA by membranes. An  mRNA must be synthesized, pro-

cessed, and exported from the  nucleus before it can be decoded by

the  ribosome [Moore, 2005]. Interestingly, this is not true for bac-

teria. In these small microorganisms,  transcription and  translation

occur simultaneously. The differences between how we make protein

and how bacteria make protein can be exploited to specifically kill

or eliminate the growth of bacteria during infection. Many antibiot-

ics  work  by  blocking  the  bacterial  ribosome  without  impacting

the human version [Hutchings  et al., 2019].  Little  differences in

mechanism can be a  big  deal in  medicine.  It’s important that  we

understand and appreciate those differences.
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  Third,  mRNA provides another layer of gene regulation. A cell

can decide which  genes to copy  into  mRNA and how long those

copies last. The  mRNA copies can be transported to distant regions

of a cell before they are translated into protein, so that the protein

is only produced where it is needed. That’s not possible with DNA.

It remains in the  nucleus. We tend to think of cells as tiny, micro-

scopic things, not visible to the naked eye. That’s not always true.

We have a pair of cells in our body, a type of  nerve cell, where the

nucleus is localized in the cell body, near the base of the spinal col-

umn, and the tip of the cell is in our big toe. One in each leg. Imag-

ine if the  protein  complexes  that  were needed to sense a feather

tickling our toes were synthesized in our hips. Would we detect the

sensation of the feather in our hips instead of our toes? If so, would

that really  be  a  problem? Imagine  instead that  the  feather  was a

swarm of fire ants, biting your toes. Would you swat at your hip?

Would it help? The use of an RNA copy enables production of the

right proteins in the right places, at distances that could be meters

away from where the RNA was transcribed.

  Lastly, and most importantly, the genes that encode for proteins

are discontinuous. In DNA, small chunks of information that form

part of a gene’s open  reading frame are separated by long regions of

intervening sequence that do not encode for protein [Berget  et al.,

1978;  Chow  et  al.,  1977]  (see  Figure  4.8).  These  intervening

sequences, termed introns, are copied during  transcription (RNA

synthesis), but must be carefully removed before the  mRNA is read

by the  ribosome. This process is called pre-mRNA  splicing. Like the

production  of  a  TikTok  or  YouTube  video,  lots  of  content  gets
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produced, but it is then edited so that the interesting bits are retained, 

and useless parts removed, before the final product is released into 

the world. And so it is with RNA. The entire gene is transcribed, but 

the introns are precisely removed, leaving behind only the sequence 

necessary to code for the protein. Precise removal of introns is 

necessary for protein production. Splicing mistakes that are off by 

Fig. 4.8.  Splicing of the HBB gene. HBB encodes beta-globin, an essential protein 
necessary to make hemoglobin, the oxygen-carrying protein complex in the blood. 
Transcription of the mRNA begins after the promoter and proceeds through the 5′UTR, 
the body of the mRNA, the 3′UTR and a little beyond. Two regions within this pre-
messenger RNA termed introns are removed by a process called splicing, fusing exon1, 
exon2, and exon3 into one single contiguous open reading frame. The exons contain the 
UTRs and the coding sequences. A cap structure is added to the 5′ end of the mRNA, and 
the end of the 3′UTR is cleaved off followed by addition of a polyadenosine tail sequence. 
The introns are encoded in the genomic DNA, but the CAP and the polyA tail are added 
post-transcriptionally without a template. The final processed mRNA is now ready for 
nuclear export and translation. The spliced RNA, excluding the cap and polyA tail, is 
considerably shorter than the precursor mRNA, 626 bases instead of ~1600. This is true 
for most human genes — introns are typically longer than exons. That means most of 
the transcribed RNA is thrown away!
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even a single nucleotide could destroy the frame, destroying the 

code, and ruining the protein product. How introns are recognized 

as such prior to removal is an interesting process that requires a very 

large protein and RNA containing machine called the spliceosome. 

We will touch on it again in later chapters.

4.4 mRNA Splicing

Up until now, we have made the silent assumption that each gene 

encodes for one mRNA. That is not at all true. The exons can be 

spliced together in a variety of different patterns, which changes the 

sequence of the protein that is being produced [Lee and Rio, 2015]. 

In some cases, exons are skipped, leading to the production of shorter 

proteins with different activities. In other cases, splice site selection 

changes, so that the exons can become longer at either end, again 

changing the protein product. It’s now a code hidden inside a code 

hidden inside a code. If this makes your head spin, don’t worry! It 

makes me dizzy too! But it becomes simpler to understand as we 

break it down. In total, there are just a few different types of alter-

native splicing to consider (see Figure 4.9) [Zhang et al., 2021]. Let’s 

consider them one at a time.

The most common form of splicing is called constitutive splicing. 

Here, the exons are spliced together in the order that they are pro-

duced. To be clear, transcription and splicing are happening at the 

same time [Merkhofer et al., 2014]. The cells don’t produce a full-

length RNA, cut out all the introns, and then decide the order  

to glue them back together. The typical scenario is that as soon as 
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Fig. 4.9.  The multiple forms of alternative pre-mRNA splicing. The light gray regions 
denote the regions alternatively spliced. The dashed lines indicate the exons that are cut 
and pasted together.
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the full intron is produced, the splicing apparatus engages and begins 

its removal. However, several factors can modify this process to 

change the outcome.

One form of alternative splicing is called alternative exon exclu-

sion/inclusion. In this type, an entire exon can be skipped — removed 

along with the introns both upstream and downstream of it, making 

the open reading frame shorter. Or a hidden exon within an intron 

sequence can be included, making the open reading frame longer. 

Another form is alternative 5′ or 3′ splice site recognition. When this 

happens, a hidden 5′ or 3′ splice site within the upstream (5′) or 

downstream (3′) exon is used instead of the constitutive site, leading 

to a shorter open reading frame. Sometimes, entire introns can be 

retained instead of being spliced out. When this happens, the mRNA 

is usually destined for post-synthetic splicing, forming a pool of 

almost mature RNA to be activated later [Grabski et al., 2021]. 

Alternatively, intron retention in an mRNA can specify that it should 

be rapidly destroyed.

The final form of alternative splicing we will consider — mutually 

exclusive exons — is perhaps the most complicated. With this mech-

anism, the constitutive exon is replaced with an alternative exon, 

usually encoded just downstream, to replace the exon with one 

containing different sequence. In this way, parts of the open reading 

frame can be wholesale replaced with different sequences, encoding 

proteins with different function [Pohl et al., 2013]. Some genes have 

clusters of alternative exons, where any one of several possibilities 

41

https://pezeshkibo
ok.com



Part I :  

 

gets selected  for  inclusion.  One  gene,  the DSCAM gene (Downs

Syndrome Cell Adhesion Molecule)  from the  fruit  fly  Drosophila

melanogaster, has four clusters of mutually exclusive exons, contain-

ing between two and 50 exons each. This gene is capable of  splicing

into an array of almost 40,000 different mRNAs [Graveley, 2005]!

One DNA gene, 40,000 different mRNAs encoding for 40,000 sim-

ilar but not identical proteins. Amazing! We can appreciate now how

RNA adds complexity to the information stored in our genes through

alternative  splicing.

4.5  Caps and Tails

Pre-messenger RNAs must also be modified at both ends to be an

effective substrate for the  ribosome. Messenger RNAs produced in

our cells are modified at the 5′  end with a structure known as the

cap [Furuichi  et al., 1977; Shatkin, 1976]. The  cap is a nucleotide,

in essence a G that has modified at the 7 position of the nucleobase

with a methyl group (see  Figure  4.10). This G is attached backwards

relative to the rest of the RNA molecule, meaning it is bonded to the

5′  end of the RNA  with  a  5′-to-5′  orientation, as opposed  to the

https://pezeshkibook.comntation. The additional methyl group 

on the G nucleobase gives it a positive charge, whereas the rest of

the RNA molecule has a negative charge due to the phosphates in 

the back-

ground. The G nucleotide is  not  encoded by the DNA; it is added

during  transcription by a capping  enzyme complex. One additional

modification is also made. The 2′-hydroxyl of the first transcribed

nucleotide is also modified with a methyl group. This modification

does  not alter the charge of  the molecule, nor  does it change  the
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  Fig.  4.10.  The  mRNA  cap structure. This structure is appended to the 5′  end of every
mRNA during  transcription by the capping  enzyme. The  cap is a  guanosine nucleotide,
but there are two key differences. First, the nucleotide is attached to the  mRNA through
a 5′-to-5′  linkage with three phosphates in between. Second, the G has an extra methyl
group at the 7 position of the nucleobase, giving this base a positive charge, the only one
in the RNA sequence. The structure shown here is called  cap(0). The  cap(1) and  cap(2)
structures are similar, but the 2′-hydroxyl on the first base or two are also methylated.

sugar pucker of that base, but it does prevent alkaline hydrolysis of

the first base which would make the  cap fall off.

  This unique chemical signature found on the 5′  end of mRNAs

plays several roles. Our cells are full of ribonucleases, enzymes that

43

https://pezeshkibook.com



Part I :  

search for and destroy RNA molecules [D’Alessio and Riordan, 1997].

These enzymes are a key mechanism by which genes are regulated.

They also protect the cell from foreign “invader” RNAs, for example

from an RNA virus like  SARS-CoV-2. The  cap structure blocks the

activity of a class of enzymes called 5′  exonucleases, which destroy

mRNA from a 5′  to 3′  direction [Houseley and Tollervey, 2009]. The

cap structure covers the 5′  end, preventing access of these enzymes,

thus preventing the  mRNA from being destroyed as soon as it’s syn-

thesized.

  At the other end, once the RNA  polymerase complex has com-

pleted transcribing the exons that code for protein, it transits across

an element called the  polyadenylation  sequence [Proudfoot and

Brownlee,  1976]. Once  this  region  is  synthesized,  a  complex  of

proteins recognizes it and cleaves the  mRNA about ten nucleotides

downstream from the element itself, liberating the  mRNA from the

polymerase complex [Colgan and Manley, 1997a]. This is thought

to help with  transcription termination, as the fragment of RNA left

https://pezeshkibook.commerase  has a free  5′  end that will  be

quickly destroyed by  5′  exonucleases. The  nuclease is thought to

migrate along the chain of RNA, cutting off one base at a time, until

it bumps

into the  polymerase, knocking it off the DNA and thus ending  tran-

scription [West  et al., 2004].

  The other cleavage product, which contains the  mRNA under-

going  splicing, now has a free 3′  end, which could easily be tar-

geted  by  3′-exonucleases.  However,  an  enzyme  called  a  polyA

polymerase associated with the  cleavage complex  begins to add

multiple  adenosine residues to the 3′  end of the cleaved  mRNA,
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Fig. 4.11.  Mechanism of mRNA 3′ end formation. The cleavage and polyadenylation 
specificity factor recognizes the polyA site (PAS) and cleaves just downstream. This 
leads to polyA tail formation by PolyA polymerase and XRN2-driven transcription 
termination.

forming  what  is  known  as  the  polyA  tail  [Colgan  and  Manley,

1997b] (see  Figure  4.11). It is important to note that these  ade-

nosine  residues  are  not  coded  in  the  genome,  instead  they  are

added in a non-templated fashion by the polyA  polymerase. The

length of the  polyA  tail can vary, but on average they are about

150 to 250 bases long [Eisen  et al., 2020].
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What do the A-tails do? A protein, known as the polyA binding 

protein binds in multiple copies along the polyA tail, protecting the 

3′ end [Mangus et al., 2003]. The polyA tail also serves as a buffer 

against exonuclease activity. A 3′ exonuclease would need to cut off 

the entire tail one nucleotide at a time before it chewed into the 

coding sequence. But the most important function of the polyA tail 

is that it stimulates translation when the mRNA is exported into the 

cytoplasm [Jacobson and Favreau, 1983]. More on that later. For 

now, it suffices that we understand that a fully mature mRNA has a 

5′ cap structure consisting of a backwards methylated G, a 3′ tail 

structure that consists of a long string of A residues and has been 

spliced in one of several patterns by the spliceosome during synthe-

sis. Fully mature mRNAs that meet these criteria can then be exported 

from the nucleus into the cytoplasm, where they can engage the 

ribosome, where the process of protein synthesis, or translation, 

begins.
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How RNA Makes 
Proteins

5.1 The Ribosome is a Protein-Making Factory

For spliced, capped, and polyadenylated mRNA to be decoded into 

a protein, it must engage with a giant macromolecular machine 

known as the ribosome. Cells are filled with ribosomes — an average 

cell from our body contains approximately 10 million ribosomes 

inside of it [Wolf and Schlessinger, 1977]. The ribosomes are busy 

making enzymes, membrane proteins, scaffolding proteins, and other 

proteins required for a cell to function. The ribosomes in our cells 

can be thought of as protein-manufacturing factories, churning out 

millions of protein molecules every day, a process that accounts for 
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about a quarter of our average daily energy expenditure [Buttgereit

and Brand, 1995].

  The  ribosome consists of two subunits, a small and large subunit,

each composed of specific proteins and specialized RNA molecules

called  ribosomal RNA (rRNA). The  subunits  are  named after the

amount of time they take to sediment in an  ultracentrifuge, written

in units of “Svedbergs” [Svedberg and Fåhraeus, 1926]. One Svedberg

(S) is defined as 1 × 10-13  seconds, or 100 femtoseconds, and was

named  after  the  Swedish  chemist  and  Nobel  Laureate  Theoder

Svedberg who invented the  ultracentrifuge. Macromolecular com-

plexes that have  more mass, a larger shape, and/or higher density

will sediment faster in an  ultracentrifuge, and as such will have larger

Svedberg values. The large subunit of the human  ribosome is called

the 60S ribosomal subunit because its sedimentation coefficient is

60 × 10-13  seconds, meaning it will travel 60 microns of distance per

second  in  an  ultracentrifuge  spinning  with  an  acceleration  of

107  m/sec2. The small ribosomal subunit is called the  40S subunit

because it is smaller, and thus travels less distance under similar

treatment. When assembled into an intact  ribosome, the complex is

called the 80S  ribosome. Note that the coefficients aren’t additive.

That’s because sedimentation rate depends on shape, size, and den-

sity. This nomenclature is an artifact of how they were first charac-

terized in the mid- to late-1950s by George Palade and others [Pal-

ade, 1955], but the naming convention persists, and it’s interesting

to learn the history behind this fascinating machine [Moore, 1988].

Having said that, the important takeaways to remember are that the

human 80S  ribosome is relatively big compared to other complexes
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Fig. 5.1.  The structure of the yeast ribosome. The large ribosomal subunit (60S) is 
colored in green, and the small ribosomal subunit (40S) is colored in blue. The filled 
shapes are the protein components of the ribosome, while the ribbons represent the 
ribosomal RNA. This ribosome structure was determined by cryoelectron microscopy. 
The mRNA and tRNA are not shown in this image. The structure was rendered from 
atomic coordinates provided in 3j77.cif [Svidritskiy et al., 2014].

in the cell and is made up of two subunits called the 60S (or large)

subunit  and  the  40S  (or  small) subunit  (see  Figure  5.1).  When

assembled, the entire complex is 4.8 Megadaltons in size, meaning

there are about 4.8 million atomic mass units in this machine. By

contrast, the average protein that produced by the  ribosome is about

30 Kilodaltons, or 30,000 atomic mass units [Brocchieri and Karlin,
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2005].  Neither  subunit is truly  small,  and  when  assembled,  the

ribosome is quite a big machine!

  What do the subunits do? The function of the small ribosomal

subunit is to engage with  mRNA so that it can be decoded properly

[Noller,  2024].  The  40S  ribosomal  subunit  contains  one  large

single-stranded RNA molecule that is 1,874 nucleotides in length,

known as the 18S  ribosomal RNA (rRNA).  This RNA folds into a

complicated three-dimensional shape and binds to approximately

33 proteins. By comparison, the large ribosomal subunit contains

three RNA molecules of different sizes: 28S (4,718 nucleotides), 5.8S

(160 nucleotides), and 5S (120 nucleotides), respectively. This sub-

unit also contains numerous proteins, approximately 49, and like

the small subunit, the RNA and proteins interact with each other to

form a large three-dimensional complex. Unlike the small subunit,

the primary  role  of the large subunit is  to catalyze peptide bond

formation, building proteins from amino acids [Noller, 2024]. The

large subunit contains the peptidyl transferase center. None of the

ribosomal RNAs are capped and polyadenylated like  mRNA is, and

none  of  the ribosomal  RNAs  encode  proteins.  Their function  is

inherent  to  their  sequence.  As such, they are  the  first of several

“noncoding” RNAs that we will discuss in this text.

  But how  does  the  ribosome work? How do these massive pro-

tein-RNA complexes read the  codon sequences in the mRNAs bound

to the small subunit and insert the correct  amino acid into the pep-

tidyl transferase active site in the large subunit? How does the  ribo-

some  find the start  and the  stop  codons to establish  the  reading

frame? It turns out there is another missing ingredient, an adaptor
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molecule, that connects the decoding site to the peptidyl transferase 

center. These molecules are known as transfer RNAs (tRNAs).

5.2 Transfer RNA

Preeminent thinker and Cambridge-based molecular biologist 

Francis Crick — part of the team that deduced the structure of 

double-stranded DNA in 1953 — also predicted the existence of 

transfer RNA (tRNA) before it was discovered [Crick, 1958]. In a 

famous lecture given in September of 1957, Crick hypothesized that 

a set of adaptor molecules would be needed to convert the nucleic 

acid alphabet into the protein alphabet. As we have discussed, nucleic 

acids have an alphabet of four nucleobases, while proteins have up 

to 20 different amino acids. A major problem that Crick was work-

ing on at the time is how can these two alphabets be rectified? How 

can DNA sequence be physically converted into protein sequence? 

Crick deduced that to translate DNA sequence into protein sequence, 

it would be necessary to have a set of adaptor molecules that can 

both read the code in the genetic material and be physically coupled 

to a specific amino acid, perhaps by an enzyme whose specific job 

is to charge the adaptor. Crick called this the “adaptor hypothesis”, 

and it proved to be a remarkably accurate and transformative pre-

diction. Less than seven months later, Paul Zamecnik’s lab at Harvard 

Medical School discovered a soluble RNA species that can be phys-

ically modified with amino acids in a cell-free extract system [Hoag-

land et al., 1958]. A few years earlier, Zamecnik’s lab had presented 

evidence for the existence of a series of enzymes in the extract that 
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could modify amino acids on their carboxyl termini using the same

cell-free system [Hoagland  et al., 1956]. We now recognize the sol-

uble RNA species as  tRNA, and the enzymes are  tRNA synthetases

whose role in the cell is to “charge”  tRNA with their cognate  amino

acid.

  What does this adaptor molecule look like?  How does  it read

nucleic acid sequence and build protein? What do we understand

about  tRNA  today? Transfer RNAs are  produced by  transcription

from genes in our DNA. There are hundreds of different  tRNA genes

in a mammalian  genome [Acton  et al., 2021]. They are by far the

most abundant RNAs in our cells, more prevalent than even  ribo-

somal RNA, representing up to 15% of the overall RNA present in a

cell [Pan, 2018]. They are short, much shorter than  mRNA, varying

from ~70 to 90 nucleotides in length. Some tRNAs, like mRNAs,

have introns that are spliced out. Unlike mRNAs, tRNAs have lead-

ing and trailing sequences that must be trimmed to produce  the

mature  tRNA [Hopper and Nostramo, 2019]. Also,  tRNA molecules

are heavily modified. Enzymes change the chemical structure of the

nucleotides added during  transcription, altering their  shape  and

chemical properties in various ways [Suzuki, 2021]. As such,  the

chemical diversity of  tRNA is expanded compared to  mRNA. The

tRNA  molecules  are  not  capped  or  polyadenylated  like  mRNA.

Instead, a specialized  enzyme, appropriately named the CCA-adding

enzyme, adds the sequence “CCA” to the 3′  end of every  tRNA [Aebi

et al., 1990]. This terminal A residue is covalently modified with an

amino acid by a  tRNA synthetase  enzyme, physically coupling the

tRNA to the  amino acid that it will eventually insert into a protein.
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As such, it truly acts as an “adaptor” as hypothesized, converting 

nucleic acid sequence into protein sequence.

The single-stranded tRNA molecules fold into a shape that has 

four short duplex regions [Holley et al., 1965] (see Figure 5.2). When 

diagrammed in two dimensions, this shape looks like a four-leaf 

clover, and is often referred to as the “cloverleaf” representation. 

Fig.  5.2.   The secondary structure of yeast Phe-tRNAPhe. There are four stem loop
structures that appear to form a “cloverleaf”. There are several modified bases, includ-
ing m2G (N2-methylguanosine), D (dihydrouridine), m2  2  2

2
G (N  ,N  -dimethylguanosine),

Cm (2′-O-methylcytidine), Gm (2′-O-methylguanosine), Y (wybutosine),  ψ  (pseudou-
ridine), m7G (7-methylguanosine), 5mC (5-methylcytidine), T (thymidine), and m1A
(1-methyladenosine). The modifications are added by enzymes after transcription of the
tRNA.
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In reality the three-dimensional shape of tRNA looks more like an 

upside-down letter “L”, where pairs of the duplex region coaxially 

stack upon each other to make the arms of the letter’s shape (see 

Figure 5.3). This structure was first solved using a technique called 

X-ray crystallography in 1973 by Alexander Rich’s lab at MIT [Kim 

et al., 1973]. The shape of tRNA reveals the nature of its function as 

an adaptor. At one end lies the amino acid covalently coupled to the 

terminal adenosine. At the other, a stem loop which contains three 

bases positioned to base pair with an mRNA codon. This stem loop 

  Fig.  5.3.  The tertiary structure of yeast Phe-tRNA. The acceptor stem stacks on top of
the TψC stem loop and the anticodon stem loop stacks on top of the D stem loop to form
an inverted L-shaped structure. The phenylalanine on the end of the acceptor stem is
not shown in this diagram. The model is rendered from the atomic coordinates provided
in 1ehz.pdb [Shi and Moore, 2000].
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is referred to as the “anticodon” stem loop. It does the job of reading

the code by base pairing with the codons in the  mRNA, establishing

the frame by detecting the start  codon, and setting the length of the

code through the length of the  codon-anticodon  duplex.

  As we discussed in the previous chapter, there are 64 possible

combinations in a three-base-pair code. So why are there hundreds

of tRNAs?  This  is  a good question. While there are hundreds  of

tRNAs of varying length and sequence, there are only a few dozen

tRNA “families” [Geslain and Pan, 2010]. Each family reads the same

codon sequence, so the sequence in the anticodon stem loop is the

same even though the rest of the  tRNA sequence may vary and may

even be  charged by  an entirely different  tRNA  synthetase.  What

matters is the identity of the anticodon sequence and the  amino acid

conjugated to the 3′  end. Humans have 49 such families of  tRNA

genes in the  genome.

  But wait! That is too few! How can we have 64  codon combina-

tions in  mRNA, but only 49  types of anticodons in  tRNA to read

them? Does that mean that there are 15 combinations that cannot

be read? If so, what happens with those codons? Do they not exist?

Forbidden  codons? They do exist. As it turns out, there is  some

flexibility in pairing that is possible only at the third position of the

codon. While a G nucleotide normally pairs with a C in  duplex RNA,

in a  codon-anticodon  duplex, a G in the first position of the antico-

don can pair with  a  U or  a  C  in the  third position of the  codon.

Similarly, a U in the first position of the anticodon can pair with an

A or a G in the third position of the  codon. This pairing requires a

slight distortion from A-form RNA  duplex geometry, but it works!
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This G-U pair (or U-G pair) is called a “wobble” pair and accounts 

for the majority of the missing tRNA families [Crick, 1966] (see 

Figure 5.4). Other wobble pairs are possible, but the G-U pair is the 

most prevalent.

A word about nomenclature. By convention, tRNA families are 

named after the codon that is recognized by the anticodon stem loop. 

For example, the initiation codon is 5′-AUG-3′ which codes for 

methionine. This is complementary to the anticodon sequence 

3′-UAC-5′. So tRNAs that encode for methionine are called  

 
 

Fig.  5.4.   A G:U wobble pair. A normal G:C Watson-Crick pair is shown for compar-
ison. Hydrogen bonds between the nucleobases are represented by dashed lines. The cloud
of dots represents the surface of the pair, while the sticks represent the atoms and bonds
in the nucleotides. The images were rendered from pairs in the acceptor stem of yeast
Phe-tRNA from the coordinates in 1ehz.pdb [Shi and Moore, 2000].
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met-tRNA. However, these  tRNA molecules can exist in a “charged”

or “uncharged” state, depending on whether an  amino acid is cova-

lently  linked to their 3′  end. To distinguish between charged and

uncharged  tRNA,  we  use  the  following  nomenclature:  charged

methionine-encoding tRNAs are called met-tRNAmet, while uncharged

methionine  tRNA is called met-tRNA. If a  methionine  tRNA is some-

how erroneously charged with the wrong  amino acid, for example

leucine (mistakes happen!), it would be labeled met-tRNAleu. I will

use this convention throughout the remainder of this book.

  To summarize,  tRNA is an adaptor molecule. Our genomes encode

hundreds of them. They directly read the  codon in the  mRNA through

complementary base pairing between the  codon in the  mRNA and

the anti-codon stem of the  tRNA. Enzymes called  tRNA synthetases

recognize the anti-codon stem and “charge” the  tRNA at the 3′  end

with the correct  amino acid. As such, the  tRNA is the “reader” of

our genetic information. Just like a “translation” app you might have

installed on your smartphone when traveling abroad, which converts

English  to  some  other  language,  tRNA converts  the  language  of

nucleic acid into protein sequences. But the  tRNA can’t add amino

acids to each other without the  help  of the  ribosome. Successful

protein synthesis requires  mRNA,  tRNA, and the  ribosome, as well

as numerous accessory factors.

5.3  Putting the Pieces Together: Protein Synthesis

https://pezeshkibook.comand  something  about  the  chemistry,

structure,and  production  of  the  major  players  in  protein

synthesis, we can begin to  consider  the  mechanism  of protein

synthesis.  We have
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learned that mRNA is an edited version of the protein-coding rec-

ipe stored in our DNA. The ribosome is the factory where protein 

is produced, and tRNA is the critical adaptor that does the work 

of converting nucleic acid sequence into protein sequence. But 

how does it work, really? What follows is a simplified discussion 

on the mechanism of protein synthesis. It is not meant to be a 

comprehensive review of the latest findings, but rather an under-

standable, generally true framework to help us think about what 

can go wrong in disease, and how such failures could be addressed 

with therapeutics.

As discussed previously, the process of decoding an mRNA to 

produce a protein is called translation. The entire process is dia-

grammed in Figure 5.5. To begin translation, both the ribosome and 

mRNA must first be prepared for translation to initiate. A set of 

proteins termed initiation factors (eIF1, eIF1A, and eIF3) bind to 

40S ribosomal subunits in the cytoplasm [Brito Querido et al., 2024]. 

The initiator met-tRNAmet binds to another initiation factor (eIF2) 

and a molecule of GTP. Next, these two complexes assemble with 

each other and yet another initiation factor (eIF5) to form the 43S 

pre-initiation complex. This complex is now ready to bind to a pre-

pared mRNA.

The mRNA must also interact with several initiation factors 

(eIF4A, eIF4E, and eIF4G) that form a complex on the cap structure 

on the 5′ end of mature mRNA [Brito Querido et al., 2024]. A fourth 

protein binds to the polyA tail. This protein, aptly named the 
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Fig. 5.5.  A simplified view of the translation cycle including formation of the 48S 
complex, scanning, 80S assembly, accommodation of tRNA into the A-site, peptide bond 
formation and translocation, elongation, release, and recycling.
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polyA-binding protein, then  interacts with  eIF4G to stabilize the

mRNA into a loop configuration and prepare it for protein synthesis

[Tarun and Sachs, 1996].

  When  a  prepared  mRNA  encounters  an  intact  43S  initiation

complex, the process of  translation begins. The pre-initiation com-

plex binds to the  cap complex at the 5′  end of the  mRNA and then

proceeds to  scan  along  the length of the  mRNA  in search  of the

methionine start  codon [Hinnebusch, 2014]. When this position is

identified, the GTP is hydrolyzed to GDP, the initiation factors are

released, and the large  60S subunit engages with the small subunit

to  finalize assembly  of the  factory [Lorsch  and Herschlag,  1999;

Merrick, 1979]. This is known as the 80S initiation complex. At this

point, the  ribosome has assembled around an  mRNA, the met-tRNAmet

has paired with the start  codon on the  mRNA, most of the initiation

factors have been released, and  translation is now poised to begin.

  The next step of protein synthesis begins the elongation phase,

where the  mRNA is read, and the protein is synthesized. The  ribo-

some is capable of binding to three separate  tRNA molecules at once

(see  Figure  5.6). Said another way, there are three  tRNA binding sites

in the  ribosome. These are called the  A-site (aminoacylated  tRNA),

the  P-site (peptidyl), and the  E-site (exit) [Wettstein and Noll, 1965;

Wilson and  Nierhaus, 2006]. In  the  80S initiation complex,  the

met-tRNAmet  is in the  P-site, and the  A-site and  E-site are both empty.

https://pezeshkibook.comecond  codon is 5′-UAU-3′, which 

encodes for the amino acid tyrosine. Next, an elongation factor 

(eEF-1A) bound to both GTP and a charged  tRNA (tyr-tRNAtyr)  

complementary to the next  codon enters the  A-site. If the charged  

tRNA successfully pairs

60

https://ebookmed.ir



  Fig.  5.6.  There are three  tRNA binding sites in the  ribosome. The  A-site is where the 
incoming  tRNA recognizes its cognate  codon in the  mRNA. The  P-site is where the  tRNA 
that holds the growing polypeptide chain resides. The  E-site is the exit site, where the 
former peptidyl-tRNA is displaced after translocation. This figure was rendered from 
coordinates of the bacterial  ribosome (Thermus thermophilus, 4V5D.cif) [Voorhees,
et al., 2009].

with the next  codon, GTP is hydrolyzed, and the elongation factor

is released [Rodnina  et al., 1997]. If for whatever reason the wrong

charged  tRNA enters the  ribosome, it doesn’t pair with the second

codon,  and rapidly  exits the  ribosome, leaving  the  A-site  empty

[Rodnina and Wintermeyer, 2001]. In this way, base pairing between

the  codon and the anticodon stem of the charged  tRNA selects which

amino acid is inserted next into the protein.
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  Once a charged  tRNA has paired successfully with the  codon in

the second position, a chemical reaction happens at the opposite end

of the  tRNA. A new peptide bond is formed between  methionine and

the tyrosine  amino acid coupled  to the  A-site  tRNA  [Polacek and

Mankin, 2005] The met-tRNA is now uncharged, and the tyrosine

tRNA has two amino acids attached to it — Met-Tyr. This reaction

happens at a long distance from the  mRNA, in the heart of the large

subunit known as the peptidyl transferase center. After this reaction,

a large rotation occurs between two ribosomal subunits, leading to

a hybrid state where the 3′  end of the met-tRNA has moved into the

E-site of the  ribosome and the 3′  end of the tyr-tRNA has moved to

the  P-site  [Moazed and Noller,  1989]. But the  mRNA has not yet

shifted to bring the next empty  codon into the  A-site.

  https://pezeshkibook.come to allow the next  tRNA to enter, the 

subunits must rotate in  the opposite direction [Frank and 

Agrawal, 2000].

This reverse rotation moves the  mRNA forward by three nucleotides,

pulling the  tRNA into a new position. This reaction is facilitated by

eEF-2 bound to GTP, which appears to stimulate the movement of

mRNA through the  ribosome. Once the  ribosome has reset, eEF-2

hydrolyzes GTP to GDP, it exits the  ribosome, and now the  ribosome

has met-tRNA in the  E-site, tyr-tRNA in the  P-site with a dipeptide

on its 3′  end, and an empty  A-site [Frank and Gonzalez, 2010]. Now,

the  ribosome  can  repeat this  series of steps  over and over  again,

releasing uncharged  tRNA from the  E-site, transferring the growing

peptide chain onto the incoming charged  tRNA in the  A-site, and

essentially pulling  mRNA and  tRNA through it three nucleotides at

a time at a rate of three to five amino acids per second [Li  et al., 2014].
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When the ribosome encounters a stop codon, it stalls. This hap-

pens because there are no charged tRNAs that bind to a stop codon. 

Instead, a release factor (eRF) binds to the empty A-site, recognizing 

the stop codon, and promote hydrolysis of the peptide chain from 

the peptidyl-tRNA in the P-site [Frolova et al., 1994]. Once hydro-

lyzed, the protein exits the ribosome, folds into its active configura-

tion, and begins to do the work it was programmed to do. Following 

peptide release, the ribosomal subunits separate and release from 

the mRNA. The subunits can be recycled and prepared to translate 

other mRNAs or perform additional rounds of translation on the 

same mRNA to produce even more copies of the same protein.

If it sounds complicated, that’s because it is! This machine has a 

lot of moving parts, undergoes large conformational changes, and 

must work quickly and with high accuracy to ensure that the correct 

proteins are produced. Further complicating matters, multiple ribo-

somes can associate with the same mRNA at the same time, produc-

ing hundreds of copies of the protein from the same template. It’s 

mind boggling to comprehend the pieces and parts in motion at the 

same time. As such, it’s worth considering some simplified analogies 

for ribosome function to help us digest the complexity.

5.4  Conveyor Belts, Brownian Motion, Ratchets,  

and Engines

If you have been to a grocery store, you have likely experienced a 

conveyor belt scanning apparatus. To use this machine, groceries 

are  removed from your shopping cart and loaded onto a large 
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conveying belt. A barcode scanner is positioned at the far end of the 

belt. As you load groceries onto the belt, they move towards the 

barcode scanner until a sensor tells the belt to stop turning. As you 

remove groceries from the belt to scan them and place them into 

bags, the belt reactivates, moving the groceries closer to you until 

the sensor once again indicates that it should stop. This process 

continues until there are no groceries left to scan.

It is reasonable to think of the ribosome as a conveying machine, 

and in fact, the preeminent Russian biochemist Alexander Spirin did 

just that in a personal reflection published in 2009 [Spirin, 2009]. 

In this analogy, the ribosome can be thought of as a conveyer belt, 

pulling the mRNA and tRNA complexes through it, codon by codon, 

and scanning the content until all the codons are read. Once the 

work of scanning the codon is done, the peptide bond forms, the 

tRNA is released, and the machine moves on to the next codon.

But where does the energy come from? In our analogy, an electric 

motor drives the conveyor belt in one direction, and we (or our 

grocer) provide the energy needed to scan the barcode. How does 

the ribosome drive the belt? Does it somehow contain a miniature 

electric motor that moves the mRNA? And what about forming 

those new peptide bonds to make protein? Where does that energy 

come from?

The ribosome, like all macromolecules, is subject to Brownian 

motion. Though the ribosome is huge on a molecular scale, it’s small 

enough that its internal motions are driven by thermal eddies produced 

by environmental heat [Frank and Gonzalez, 2010; Peskin et al., 1993]. 
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It’s hard to think about Brownian motion on a macroscale, because 

the larger something is, the less visible the effect. When we hold a 

pen in our hands, it doesn’t appear to move. But all the molecules of 

the liquid ink inside are rapidly moving erratically in all directions, 

driven by the heat entering the system from the room we are sitting 

in, and from the hand that is holding it. The same is true for ribosomes. 

It’s not a monolithic, unmoving block. It is constantly wiggling, 

vibrating, and shaking at a rate that we cannot easily perceive. How 

something wiggles is dictated by its size, shape, and structure. Rotation 

about the subunits is a major form of ribosomal wiggling, and it con-

stantly wiggles back and forth in both directions, rapidly.

Going back to our analogy, imagine the conveyor belt again, but 

this time, the direction of rotation is random, changes frequently, 

and can’t be predicted. Sometimes the groceries would be coming 

towards you, and other times they’d be moving in the wrong direc-

tion. Now you have to grab those groceries every time they get to 

you, or they might quickly move out of reach! Once you’ve scanned 

the groceries and placed them in the bag, the conveyor belt is out 

of the picture, until it’s time to scan the next item. The same is true 

for the ribosome. Once a peptide bond is formed and tRNA is 

released, the ribosome can no longer go backwards. The reaction is 

driven forward by making certain steps irreversible, such as putting 

the grocery item in the bag.

But the ribosome is efficient and fast! The role of elongation 

factors is to prevent the ribosome from rotating with no purpose. 

Now, imagine a ribosome is a wrench and the work that it does is to 
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tighten a bolt. If the wrench moves back and forth, the bolt will 

be tightened or loosened, depending on the direction of rotation. 

Now instead of a wrench, imagine it’s a geared wrench or socket. 

When the ribosome rotates in one direction, the bolt is tightened, 

but when it rotates in the other direction, nothing happens. The 

key to the ratcheting mechanism is a pawl, a device which prevents 

a gear from turning when it rotates in one direction but allows 

free rotation in the other (see Figure 5.7). The elongation factor 

eEF-2 can be thought of as such a pawl, not so much preventing 

rotation in both directions, but ensuring that the work of moving 

Fig. 5.7.  Two models for ribosome function. In the first, the ribosome acts as a Brown-
ian ratchet, using thermal energy to rotate a gear in arbitrary directions. Elongation 
factors act as a pawl to enforce rotation in one direction. In the second model, the 
direction of turning is driven by the power stroke of the piston. In this model, the energy 
stored in the conformational change of elongation factors, driven by GTP hydrolysis, 
acts as a piston to push mRNA through the ribosome.
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the mRNA-tRNA complexes through the ribosome is performed 

while rotating in one direction. In this way, the ribosome is a ran-

domly moving Brownian conveyor belt whose directionality is driven 

by a ratcheting mechanism.

Now instead, let’s consider the possibility that ribosome is an 

internal combustion engine. In such an engine, fuel is loaded into 

the combustion chamber, becomes compressed, and then a spark 

ignites the fuel, driving a piston downward in a power stroke. This 

downward stroke causes a crankshaft to rotate, which is then used 

to spin the gears in a transmission, enabling a car to do the work of 

driving down the road. The ribosome cycle described above contains 

fuel in the form of GTP, which can be hydrolyzed to release energy. 

Also, peptide bond formation releases energy by converting a high- 

energy tRNA-amino acid bond into a more stable peptide bond. 

Perhaps hydrolysis of these high-energy bonds drives rotation of the 

ribosome? The force produced by the change in conformation is on 

the order of 13 pN, suggesting that a mechanical power stroke is not 

sufficient to drive translocation [Liu et al., 2014]. However, more 

recent measurements measured a much greater force, closer to 90 

pN [Yin et al., 2019].  As such, the power stroke versus Brownian 

ratchet debate continues, although most favor the latter model [Liu 

et al., 2014].

As inconvenient as it is to think about it this way, the ribosome 

is probably most like a broken conveyor built that must be turned 

by hand using a broken geared wrench that only correctly works 

a fraction of the time. And even so, the heat of our environment 
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provides enough Brownian motion to the system such that three 

to five amino acids (or items from the grocery store) are scanned 

per second. I’d wager none of us can scan our weekly grocery 

anywhere near as fast! Such is the nature of thermal motion and 

small things.
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Gene Regulation

6.1 The Many Facets of Gene Regulation

So far, we have learned that DNA contains information in the form 

of genes. The genes are transcribed into RNA and edited through 

splicing to produce messenger mRNAs. The mRNAs are in turn 

decoded by the ribosome and tRNAs to produce proteins that exhibit 

a wide variety of functions. Different cells will make different proteins 

to achieve their specialized function. For example, Sertoli cells in 

the pancreas make insulin, a secreted protein that signals to the body 

the need to adapt to a high-glucose environment. Red blood cells 

make alpha- and beta-globin, the two proteins that comprise 
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hemoglobin, which transports oxygen from the lungs to the far 

reaches of the body. The brain produces proteins that produce neu-

rotransmitters, necessary for the rapid cell-to-cell communication 

necessary for brain function. As such, every cell reads the DNA 

content differently, and produces a different suite of mRNAs from 

the genes encoded within.

How does a cell make the decision about which genes to transcribe 

into mRNA? There are many answers to this question, and a lot of 

remaining mysteries to unravel. Some genes are expressed in all cells 

and are necessary for basic cellular physiology. These genes are called 

“housekeeping” genes [Eisenberg and Levanon, 2013]. Other genes 

are responsive to the environment that surrounds a cell. For  

example, if a cell senses a high concentration of nutrients nearby, it 

can activate a gene expression program that helps the cell to better 

utilize those nutrients [Mao et al., 2024]. If a cell detects that a for-

eign invader, like a virus, is attached to the cell membrane, it can 

activate an innate immune response to try to protect itself from the 

consequences of infection [Carpenter and O’Neill, 2024]. Cells can 

also detect what types of cells are nearby, which can influence which 

gene expression programs are activated [Armingol et al., 2021]. Some 

gene expression patterns are pre-programmed during gametogenesis 

and activated at the right place and right time to coordinate cell fate 

specification during embryogenesis [Conti and Kunitomi, 2024; 

Svoboda et al., 2015]. This pathway involves production of proteins 

and mRNAs by the parents and inherited by a newly fertilized embryo 

to guide gene expression patterns that govern early development.
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But the decision to transcribe a gene is not the only form of gene 

regulation (see Figure 6.1). In the previous chapters, we learned 

about pre-mRNA splicing, polyadenylation, transport of an mRNA 

to the cytoplasm, as well as translation initiation, elongation, and 

release. Each of these steps provides a means to regulate how effec-

tively a gene is expressed. As such, mRNA synthesis is just the first 

of many regulatory decisions a cell must make to assure that the 

correct amount of protein is produced. Transcription regulation sets 

the stage, but the overall amount of protein produced during the 

lifetime of an mRNA is governed by how efficiently the mRNA 

engages with the ribosome, how many times it is translated, and the 

overall half-life of the mRNA itself. In the following section, we will 

evaluate the impact of these other forms of regulation, and why they 

are important.

Fig. 6.1.  The many layers of gene regulation. Regulatory mechanisms work on DNA, 
RNA, proteins and the processes by which information is transferred between them.

71

https://pezeshkibo
ok.com



Part I :  

6.2  The Life History of an mRNA, from Birth  

to Death

The tumor necrosis factor alpha gene (TNF) encodes a pro- 

inflammatory cytokine that is produced by cells to fight off infections 

and recover from damaging events. It is mostly produced by acti-

vated macrophages (a type of white blood cell) in response to the 

presence of an infectious species [Carswell et al., 1975; Pennica 

et al., 1984]. However, TNF is also produced by mast cells, epithe-

lial cells, and other tissues to help these organs recover from dam-

age [Bischoff et al., 1999; Smith et al., 2012; Stadnyk, 1994]. TNF 

is a secreted protein, which means the cells that produce it export 

outside of the cell membrane to signal gene expression changes in 

neighboring cells [van Loo and Bertrand, 2023]. In general, expres-

sion of the TNF gene is a good thing, protecting us from infection 

and helping us to recover from injury. However, too much TNF 

expression is very much a bad thing and has been linked to several 

inflammatory diseases including rheumatoid arthritis, ankylosing 

spondylitis, inflammatory bowel disease, and psoriatic arthritis [van 

Loo and Bertrand, 2023]. A highly successful class of therapies 

makes use of antibodies that bind to and sequester TNF protein 

[Evangelatos et al., 2022; Sfikakis, 2010]. These therapies have gone 

a long way towards ameliorating symptoms in patients suffering 

with these diseases. Your author suffers from ankylosing spondyli-

tis and has been treated with one of these antibody therapies con-

tinuously for nearly 17 years at the time of this writing. More on 

these therapies later. Suffice it to say, the precise control of TNF 
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mRNA synthesis, translation, and decay is crucial to expressing 

exactly the right amount of protein, at the right time, in the area 

where it is needed. Too little and the infection wins. Too much, and 

we can suffer from prolonged inflammation and the consequences 

thereof. Let’s break down how the TNF gene is regulated.

Imagine a macrophage flowing through our arteries and veins, 

surveilling the contents for foreign invaders. It is normally sur-

rounded by red blood cells (erythrocytes) and other white blood 

cells (leukocytes). Now let’s envision an injury — a child has cut 

themselves with a dirty kitchen knife used to chop lettuce. Unfor-

tunately, this lettuce was contaminated with bacteria, in our case 

Escherichia coli O157:H7, a strain of bacteria that is known to cause 

intestinal infections [Griffin et al., 1988]. Now this bacterial strain 

is in the blood, where it can be transported to other parts of the body, 

including the intestines, where it can multiply and cause a strong 

infection. Fortunately, our macrophage encounters this bacterium 

in the blood stream, and in so doing detects a bacterial cell surface 

structure called lipopolysaccharide (LPS, see Figure 6.2) [Wright 

et al., 1990]. This interaction between the bacteria’s cell surface 

antigens and the macrophage launches a gene expression program 

that increases TNF mRNA abundance [Yao et al., 1997]. Specifically, 

a receptor protein called TLR4 on the surface of the macrophage 

binds to LPS, which starts a signal transduction cascade that causes 

a protein complex called NF-kappaB to localize to the nucleus. 

This protein, and others including NFAT and IkappaB beta, bind to 

regulatory regions upstream of the TNF gene and activate its 
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  Fig.  6.2.  How sensing a bacterial toxin signals  transcription. In this simplified example,
a bacteria expresses LPS on its surface. Macrophages, one of our immune cells, recognize
LPS as a pathogen-associated molecular pattern, and bind to it using the  toll-like  receptor
TLR4. This binding causes TLR4 to oligomerize, changing the conformation of the
intracellular domain. This in turn recruits signaling factors that phosphorylate TLR4
and other proteins, starting a cascade of events that leads to IkappB destruction and
NF-kappaB relocation into the  macrophage  nucleus. This activates the  transcription of
TNF  mRNA. The structure of TLR4 was rendered from molecular coordinates 3FXI
[Park et al., 2009].
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transcription in a cell type-specific manner [Falvo et al., 2010; Rao 

et al., 2010; Zhang and Ghosh, 2001].

Once transcription begins, TNF mRNA is capped, undergoes 

splicing to remove its introns, and then is polyadenylated in a process 

that we learned about in the preceding chapters. It takes but a few 

minutes. Transcription of additional molecules continues until a 

peak of TNF mRNA is reached about an hour post-detection of the 

threat [Falvo et al., 2010; Rao et al., 2010]. TNF mRNA is inefficiently 

spliced, limiting how much mature mRNA is made [Osman et al., 

1999]. In an interesting feed-forward regulatory loop, a structured 

element in the 3′UTR of TNF mRNA activates a double strand 

responsive protein kinase known as PKR [Namer et al., 2017; Osman 

et al., 1999] (see Figure 6.3). This protein limits translation by 

  Fig.  6.3.  Post-transcriptional regulation of  TNF  mRNA. The 2APRE element folds into
a structure that activates PKR, which in turn promotes correct  splicing of  TNF  mRNA
to make a functional mature  mRNA. TIA1, HuR, and TTP all compete for binding to the
AU-rich element and control the  translation and/or stability of  TNF  mRNA.
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phosphorylating eIF-2 [Sonenberg and Hinnebusch, 2009], but it 

also improves the efficiency of TNF mRNA splicing by an unknown 

mechanism. The result is more mature TNF mRNA, and more TNF 

protein, even though most cellular mRNAs are less efficiently trans-

lated when PKR is activated.

Once in the cytoplasm, a variety of mRNA binding proteins decide 

the fate of the mature TNF mRNA [Stumpo et al., 2010]. The 

RNA-binding protein TIA1 drags mature TNF mRNA out of the 

cytoplasmic solution into an aggregated body called a stress granule 

[Waris et al., 2014], preventing engagement with the ribosome. This 

limits how much TNF protein gets made. Another RNA- 

binding protein called HuR binds to TNF mRNA through AU-rich 

elements [Brennan and Steitz, 2001]. HuR coordinates with TIA to 

maintain translational repression of TNF mRNA in LPS-stimulated 

macrophages [Katsanou et al., 2005]. The efficiency of translation 

for our newly synthesized TNF mRNA is governed by how active 

each of these proteins is in the cell. 

But regulation doesn’t end there. The RNA-binding protein TTP 

also competes for binding to the same regions in TNF mRNA  

[Lai et al., 1999]. When TTP binds, it promotes the rapid turnover 

of TNF transcripts by recruiting a complex that removes the polyA 

tail, allowing 3′ to 5′ exonucleases to rapidly chew up the mRNA 

from its now bare 3′ end [Lai et al., 2003]. And RNA that is degraded 

in this manner cannot make protein. The competing action of these 

positive and negative regulatory circuits tunes the amount of protein 

to a specific amount. Not too much, not too little. Just enough to 

76

https://pezeshkibo
ok.com



get the job done, not enough to cause prolonged inflammation and 

disease.

Once the mRNA is successfully translated, and a protein molecule 

produced, it is secreted from the macrophage into the blood stream. 

The protein then binds to receptors in other cells, sounding the alarm 

that a dangerous bacteria has been detected, so that they in turn can 

transcribe genes and produce protein products necessary to fight the 

upcoming battle against the infectious species that has entered our 

body [Dostert et al., 2019]. And so it happens, all day every day. 

Cells transmit and receive signals, turn genes on and off, tune their 

output, to complete all the jobs they are required to do. 

6.3 Proteins are Regulated Too

Gene regulation is not limited to nucleic acids. Protein activity is 

also regulated. In fact, I provided some examples above. The TLR4 

receptor that detects LPS on bacteria exists within the cell membrane 

in an inactive state. When the external-facing portion of TLR4 detects 

LPS, it undergoes a conformational change that permits TLR4 oligo-

merization. This structural change is transmitted through the mem-

brane to the cytoplasmic side, where a signaling complex assembles 

on the C-terminal domain of TLR4 [Fitzgerald and Kagan, 2020]. 

This complex includes protein kinases, which add a phosphate group 

to specific amino acids in their target proteins. Target proteins 

include signaling proteins, transcription factors, and TLR4 itself, 

whose modification has been shown to be important for signaling 
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[Medvedev et al., 2007]. But the phosphorylation events are not 

permanent. Other enzymes, called phosphatases, can remove the 

phosphate group, reactivating the previously inactivated proteins 

[Lannoy et al., 2021]. This is reminiscent of the competing positive 

and negative circuits acting upon mRNA that we discussed above.

Proteins can also be inactivated by altering their subcellular dis-

tribution, aggregation into granules, their ability to be secreted, and 

so forth. Just like mRNA, protein molecules don’t last forever. They 

too are subject to decay pathways that involve specialized enzymes 

called proteases, and they too can be damaged by exposure to envi-

ronmental toxins [Harper and Bennett, 2016]. 

Regulation of gene function at the protein level, while not the 

subject of this volume, can also be exploited, and many commercially 

available therapies do just that. For example, the blockbuster anti-

cancer drug Gleevec acts by inhibiting the tyrosine kinase activity 

of the BCR-ABL gene fusion that is found in certain types of cancers 

such as chronic myeloid leukemia [Druker et al., 1996].

6.4  All Biological Processes Involve Gene  

Regulation Pathways

The TNF response to infection is just an example. As I write this, 

I’m listening to jazz music and sipping on a cup of coffee. My diges-

tive system is responding to the caffeine that I am taking into my 

system, changing which genes are turned on and turned off, impact-

ing my blood glucose levels. My brain is responding to the smooth 

sounds I am hearing, altering the content of neurotransmitters in 
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my brain, affecting my mood, my thought processes, and my overall 

level of productivity. Everything, from how I digest food to my 

behavior, is governed by the regulation of gene expression. It is 

universal, fundamental to all process, and essential for all life. 

To summarize, the decision to produce an mRNA is but the first 

step in gene regulation. Its splicing pattern, its localization to the 

cytoplasm, the efficiency by which it is translated, and how long it 

lives are all regulatable processes. This is true for all genes, not just 

TNF. Gene expression is regulated in many ways, and each form of 

gene regulation is potentially exploitable in developing therapeutic 

strategies to treat disease. The therapeutic antibody that I take to 

treat ankylosing spondylitis acts on the very last step, blocking the 

action of secreted TNF protein, preventing it from sounding the 

alarm bell. But it is completely conceivable that therapeutics could 

be developed that act at earlier stages of gene expression, acting at 

the mRNA level, or on the ribosome itself, to impact a disease state. 
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Small Regulatory RNAs

7.1 Noncoding RNAs are Everywhere

Any RNA produced by a cell that does not act as an mRNA is a non-

coding RNA. We’ve already discussed several of them, including the 

ribosomal RNAs and the hundreds of tRNAs that act as adaptor 

molecules in translation. But these just scratch the surface of the 

myriad of noncoding RNAs in our cells. The machinery that directs 

pre-messenger RNA splicing, called the spliceosome, contains several 

noncoding RNAs [Beusch and Madhani, 2024]. The small nucleolar 

RNAs guide modification of both ribosomal and spliceosomal RNA 

and are critical for the assembly and activity of both machines 

[Bratkovič et al., 2020]. Noncoding RNAs also play structural roles. 

For example, the signal recognition particle, a complex that guides 
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the insertion of certain proteins into membranes, contains an RNA 

subunit that couples the ribosome to a receptor on the surface of the 

endoplasmic reticulum, where membrane proteins get made 

[Elvekrog and Walter, 2015]. Other noncoding RNAs regulate gene 

expression directly. For example, some long noncoding RNAs resem-

ble mRNAs in how they are made, capped, and polyadenylated, but 

don’t have an open reading frame and thus don’t produce proteins 

[Rinn et al., 2003]. Long noncoding RNAs in this class regulate gene 

expression by several mechanisms, including regulation of the tran-

scription efficiency of neighboring genes [Andergassen and Rinn, 

2022]. A class of very small noncoding RNAs between 21 and 23 

nucleotides in length, called microRNAs, regulate translation effi-

ciency and mRNA decay [Shang et al., 2023]. Everywhere you look 

in a cell, you will find a noncoding RNA molecule doing a task other 

than serving as a template for protein synthesis. In this section of 

the book, we will focus on these very small regulatory RNAs — 

microRNAs and similar small RNA species — what they do, how they 

were discovered, and how their function can contribute to disease.

7.2 The Discovery of microRNAs

The first of the small regulatory RNAs we will consider are the 

microRNAs, frequently denoted as miRNA, not to be confused with 

mRNA. Unlike mRNA, rRNA, and tRNA, all of which were character-

ized in the 1950s–1970s, miRNA discovery was relatively recent [Lee 

et al., 2004]. A description of the first miRNA-encoding gene was 

published in December of 1993 by Rosalind Lee, Rhonda Feinbaum,  
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Fig.  7.1.   The lin-4 null mutant worms repeat the L1 larval pattern of seam cell divi-
sion. White cells are dividing cells, gray cells are terminally differentiated. The change 
in division pattern leads to the physiological phenotypes observed in this mutant.

and Victor Ambros working  at Dartmouth University  [Lee  et al.,

1993]. Dr. Ambros’ lab was focused on characterizing a  mutation in

a  small roundworm called  Caenorhabditis  elegans  that caused the

worm to reiterate certain patterns of cellular divisions at an inap-

propriate  time  during  larval development  [Ambros  and  Horvitz,

1987; Chalfie  et al., 1981] (see  Figure  7.1). The result is animals that

are thin, have unusual skin, and molt more often than they should.

In short,  the  animals have  a developmental “disease” that can be

easily spotted by a trained scientist with a simple microscope.

  Why worms?  C. elegans  is one of a handful of model organisms

that scientists around the globe use to study the relationships between

genes and biological function [Meneely  et al., 2019] (see  Figure  7.2).

Some of the experiments that are done in model organisms would not

be feasible or ethical to study in humans. Some of the features of the

model organisms make  them much easier to study. For example,
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  Fig.  7.2.  Anatomy of a young adult hermaphrodite C.  elegans nematode round worm.
The major features are labeled. The animal is transparent and internal structures can 
be easily visualized with light microscopy. The scale bar represents 50 microns.

C.  elegans  is transparent. We can watch tissues and organs develop

inside the worm in real time using simple light microscopes. As such,

the lineage of every cell that is found in an adult worm can be traced

back to one of a few precursor cells that were formed in development

[Sulston, 1988; Sulston and Horvitz, 1977]. It is an excellent model

system to study reproduction. A  fertile adult can produce on the

order of 350 babies per generation [Stiernagle, 2006]. An embryo

will mature into a fertile adult within 30 hours [Corsi  et al., 2015].

We can easily grow hundreds of thousands of these animals in short

order. The reproductive  capacity  far  outstrips humans so we  can

do   experiments much  faster. Yet they are small,  they eat bacteria,

and can be confined into small petri dishes that don’t take up a lot
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of space. We can treat them with chemicals that induce mutations 

and screen for mutated progeny [Kutscher and Shaham, 2014]. You 

can’t do that to humans! Importantly, if you identify an interesting 

mutant, you can freeze the animal down to −70 degrees Celsius (−94 

degrees Fahrenheit) and revive it years later for further study [Stier-

nagle, 2006]. We can’t do that to humans, either! None of this would 

matter if worm biology didn’t relate to human biology in some way. 

Fortunately, we have learned repeatedly across decades of research 

that the genes found in model organism genomes do similar jobs to 

the genes in our own DNA [Apfeld and Alper, 2018; Shaye and 

Greenwald, 2011]. While we look very different from a worm and 

have many biological differences, our genes are remarkably similar. 

Often, what we learn about biology from a model organism like the 

worm helps us to understand how the gene works in humans as well.

Back to microRNA. Sydney Brenner, working at Cambridge in 

the United Kingdom in the 1970s, identified a mutation that he 

named lin-4 [Brenner, 1974]. In 1980, Robert Horvitz, working in 

John Sulston’s lab at the University of Manchester, characterized in 

detail the features of the phenotype [Horvitz and Sulston, 1980]. 

But it remained a mystery as to which specific gene was responsible 

for the phenotypes observed in the mutant. Today, we know the 

genomic sequence of humans, worms, flies, mice, and thousands of 

additional species [Marx, 2013]. At the time Dr. Ambros started 

working on it in the late 1980s, the genome sequence of C. elegans 

was just being assembled. Genes had to be cloned using a complex 

process that involved multifactor crosses, restriction fragment length 
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polymorphisms, chromosome walking, and transgenic rescue [Lee 

et al., 2004; Lee et al., 1993].

Transgenic rescue is the critical step needed to prove that the gene 

you cloned is responsible for the phenotype of the mutant, so let’s 

break it down further (see Figure 7.3). In a transgenic rescue exper-

iment, small pieces of the C. elegans genome are cloned into various 

vector libraries to be amplified outside of the worm [Mello et al., 

1991]. Then, individual vectors from that library containing the gene 

of interest are added back to the worm one at a time by injection to 

see if the phenotype could be rescued. In essence, when the right 

DNA fragment from a “healthy” worm is injected into the germline 

Fig. 7.3.  Transgenic rescue procedure. DNA is extracted from healthy worms and 
cloned into a vector backbone to make a library. Once the relative position of the muta-
tion has been mapped, candidate members of this library are selected for testing in 
mutant worms. The candidate gene fragment is injected into mutant animals. If it produces 
healthy progeny, then the “broken” gene is located somewhere in the DNA fragment that 
was microinjected.
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of a mutant  lin-4  worm, the animal starts to produce healthy babies

that don’t have the sickly  lin-4  phenotype! Once a rescuing fragment

is identified, then iteratively smaller and smaller pieces can be sub-

cloned to narrow down the piece of DNA that can rescue. Using this

approach, Ambros and colleagues were  able to  narrow down the

important region of DNA to a 700 base pair piece of DNA that com-

pletely rescued the  lin-4  mutant  phenotype [Lee  et al., 1993]. They

knew this short piece of DNA must contain the  lin-4  gene, but there

were two  problems. The  gene  fragment  was small,  much smaller

than  any  previously  discovered  protein-coding  gene,  and  they

couldn’t detect an open  reading frame in the rescuing fragment. They

could find no evidence of a protein being produced from this piece

of DNA.

  Ultimately, they realized that the DNA fragment was NOT pro-

ducing an  mRNA, but a different kind of RNA. The RNA existed in

short and long forms, but both forms were smaller than the usual

mRNAs, and interestingly, the short form appeared to be partially

complementary to a regulatory region in a different gene that had

been recently cloned in Gary Ruvkun’s lab at Harvard. The gene the

Ruvkun lab was studying,  lin-14, has the opposite  phenotype of  lin-4

[Wightman  et al., 1993] (see  Figure  7.4). The  lin-14  mutant worms

molt less often than they should and skip over certain cell lineage

patterns, while  lin-4  mutants reiterate these patterns and molt more

often.  By comparing  notes  prior  to publication, the Ambros and

Ruvkun labs concluded that the  lin-4  RNA  likely regulates  lin-14

by binding to a region in the  lin-14  mRNA’s 3′-untranslated region

(see  Figure  7.5). This  finding  was bolstered  by the  Ruvkun lab’s
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Fig. 7.4.  The lin-14 mutant skips the L1 larval program and divides too early. By 
contrast, the lin-4 null mutation causes the L1 larval seam cell developmental program 
to be reiterated at each molting cycle. The seemingly opposite phenotype suggests that 
these two genes work in opposition to each other to control the proper division timing.

  

 

Fig.  7.5.  The lin-4 gene encodes a small RNA molecule that binds to the 3′UTR of the 
lin-14 gene, repressing its  translation and promoting its turnover. As such, lin-4 is a 
negative regulator of lin-14, explaining why they have seemingly opposite phenotypes.

discovery  that  a  different  mutant  of  the  lin-14  gene,  a  gain-of-

function  mutation,  blocks  binding  of  lin-4  and  causes the  same

strange  phenotype as the  lin-4  mutant [Wightman  et al., 1991]. The

Ambros and Ruvkun labs published their findings in back-to-back

papers in the journal  Cell  [Lee  et al., 1993; Wightman  et al., 1993].

So what? Who cares about a weird worm  phenotype? The short

answer is that not many scientists were all that interested in  lin-4  or

miRNAs at the time [Lee  et al., 2004]. There did not appear to be a

small RNA with similar sequence to  lin-4  or an  mRNA similar to
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lin-14 encoded in the human genome. Thus, the consensus was that 

this microRNA was likely a worm-specific gene, an oddity of the 

evolutionary history of C. elegans, and not a pervasive new class of 

RNA molecules involved in gene regulation. This narrow view 

changed when the second microRNA, let-7, was discovered, also 

by studying an interesting mutant in worms [Reinhart et al., 2000]. 

Like lin-4, the let-7 gene encodes a small RNA that when lost caused 

an unusual developmental timing phenotype. Unlike lin-4, it was 

immediately clear that flies, humans, and mice also contain a let-7 

gene, and that those genes produced small RNAs in the other species 

too [Pasquinelli et al., 2000]. Now we understand that microRNAs 

are ubiquitous, found in all animals and plants, where they play 

myriad roles in a wide variety of gene regulatory events and diseases 

[Carthew and Sontheimer, 2009]. Capping off the transformative 

nature of their seminal discovery, the Nobel committee awarded 

Ambros and Ruvkun the Nobel Prize in Physiology or Medicine for 

their pioneering work on lin-4 and its target mRNA, lin-14, in 2024, 

more than 30 years after their discovery.

7.3 How microRNAs are Made

Most microRNA-encoding genes are transcribed from DNA like any 

other gene [Ghildiyal and Zamore, 2009]. Like mRNAs, most primary 

microRNA transcripts (pri-miRNAs) transcripts can be capped and 

polyadenylated [Cai et al., 2004]. Unlike mRNAs, pri-miRNAs fold 

into a secondary structure that includes stems and loops that are 

cleaved into an approximately 70-nucleotide hairpin stem loops by 
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a double-stranded RNA endonuclease called Drosha [Lee et al., 2003] 

(see Figure 7.6). This processing event occurs co-transcriptionally 

and produces pre-miRNAs. The hairpin loop pre-miRNA structure 

is exported into the cytoplasm where it is then cleaved again by a 

different double-stranded RNA endonuclease called Dicer to gener-

ate a short 21 base pair duplex with a two-nucleotide overhang on 

either end [Bernstein et al., 2001; Yi et al., 2003; Zamore et al., 2000]. 

One strand of this duplex is then loaded into a protein Argonaute, 

while the other strand is destroyed [Bernstein et al., 2001; Hammond 

et al., 2000; Matranga et al., 2005; Schwarz et al., 2003; Tabara et al., 

1999]. It is this protein-RNA complex, characterized by an Argonaute 

protein and the fully processed single-stranded miRNA, that does 

the work of regulating gene expression [Hammond et al., 2000]. It 

is known as the RNA-induced silencing complex (RISC).

Fig. 7.6.  Processing steps in miRNA biogenesis. A primary miRNA transcript is cleaved 
by Drosha to produce a stem structure. The resultant pre-miRNA is exported from the 
nucleus into the cytoplasm, where it is processed by Dicer to produce a 21 nucleotide 
duplex product with two-base overhangs. The structure of Drosha is rendered from 
coordinates 6v5b [Partin et al., 2020] and Dicer from 7xw2 [Lee et al., 2023].
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  Not all microRNAs are encoded in their own genes. A sizeable

fraction is found within the introns of protein-coding genes. These

so-called “mirtrons” are essentially a gene within a gene [Okamura

et al., 2007; Ruby  et al., 2007]. Their biosynthesis is coupled to the

transcription of their host gene. The  microRNA precursors species

reside within the sequence that gets spliced out of the host  mRNA.

As such, the regulation of miRNA production is coupled exactly to

the  mRNA gene that contains it.

  As with  tRNA, many  microRNA genes exist within a family [Bartel,

2009]. As we discussed,  tRNA genes can be functionally equivalent

yet have different sequences. As long as the most important pieces —

the identity of the anticodon stem loop and the  amino acid that gets

charged onto the 3′  end — are preserved, they will function the same

[Geslain and Pan, 2010]. This is also true for microRNAs, with some

caveats [Brennecke  et al., 2005; Lewis  et al., 2005; Lewis  et al., 2003;

Stark  et al., 2005]. Nucleotides two through eight counting from the

5′  end of the  microRNA sequence are the most important to their

https://pezeshkibook.com  et al., 2005; Doench  and  Sharp, 2004;

Lim  et al.,2003a].  This  region  is  called  the  seed  sequence, and  it

contributes  to  mRNA  target  recognition  (see  Figure  7.7).

Sequences outside of the seed also contribute to target recognition

but are not as crucial as the seed [Brennecke  et al., 2005; Grimson

et al., 2007; Wee  et al.,2012].   MicroRNA   families   will   have

identical   seed   sequences  but   diverge   in   remainder   of   the

miRNA   sequence   [Lewis  et   al.,2003; Lim  et al., 2003a].

Interestingly, many  microRNA genes  are  co-expressed   from  the

same  primary   transcript   which  folds   into  multiple  stem loops,

each of which is liberated at the same time by
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  Fig.  7.7.  Structure of human  RISC with miRNA and target  mRNA bound. The protein 
is Ago2. The seed region and the 3′  supplemental pairing region is marked. There is a 
gap in the  mRNA structure where the sequence could not be resolved (dashed line). The
miRNA is shown below, with positions 2–8 of the seed region marked. The image was 
rendered from coordinates 6N4O [Sheu-Gruttadauria et al., 2019].

the activity of Drosha [Lim  et al., 2003a; Lim  et al., 2003b; Mathelier

and Carbone,  2013]. There  are many  complexities  and alternate

biogenesis  pathways that  I am glossing  over here for the  sake  of

simplicity. For our purposes, microRNAs  are genes. Their biosyn-

thesis is regulated in manner similar to mRNAs. However, the final

product is not a capped, polyadenylated  mRNA that is decoded by

the  ribosome.  The  final  product  is  instead  a  21-nucleotide

single-stranded  RNA  sequence  that is loaded  into  an  Argonaute

protein to form  RISC [Ghildiyal and Zamore, 2009]. The ultimate

job of  RISC is to find target mRNAs with a sequence that is partially
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complementary to the  microRNA, and then block  translation and

promote the turnover of those  mRNA targets. Our next sections will

delve into how that works.

7.4  The Discovery of Small Interfering RNAs

Not long after the discovery of the first miRNA, a different class of

small regulatory RNA was discovered, once again through investi-

gation  of  a curious phenomenon in  C.  elegans.  In 1995,  Su Guo

working in Dr. Kenneth Kemphues lab at Cornell University pub-

lished a manuscript in the journal  Cell  characterizing a gene called

par-1  [Guo and Kemphues, 1995].  When this gene is mutated, worms

die as young embryos because they fail to correctly specify the ante-

rior and posterior body  axis, eliminating  the  normal asymmetric

cellular division that normally occurs at the point of  embryogenesis

[see  Figure  7.8]. Because the region of DNA that contained this gene

had not been cloned into a transgenic rescuing vector in available

DNA clone libraries, Guo and Kemphues could not confirm that the

gene they  mapped was responsible through traditional  transgenic

rescue. Instead, they turned to a technique called  antisense inhibition

to determine if their candidate was the correct gene. In short, they

used  in vitro  transcription — a method to produce RNA in a test

tube — to make RNA that would be paired with the  mRNA from the

gene  they  were  characterizing.  Their  hypothesis  was  a  duplex

RNA like this would be blocked from  translation initiation, prevent-

ing protein production from the  mRNA. They reasoned that if  anti-

sense inhibition treatment caused a  phenotype like the  par-1  mutant,

the  gene  that  they were  studying was very likely  to  be  the  gene
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Fig.  7.8.   Phenotype of par-1 (0) null mutant embryos. Normally, C.  elegans-fertilized 
zygotes will divide into two daughter cells, the anterior blastomere (AB) and the pos-
terior cell (P1). The AB cell is invariably bigger than the P1 cell. In par-1 mutants 
(cytoplasmic partitioning defective), the two blastomeres are the same size. The par-1 
mutant embryos fail to specify the correct cell fates and die without hatching.

responsible for the mutant  phenotype. Indeed, Dr. Andrew Fire’s lab

at Carnegie Mellon University had previously shown that this strat-

egy worked to map function in another gene [Fire  et al., 1991].

  When Guo and Kemphues injected  par-1  mutant mothers with

antisense RNAs, they found that approximately half of the embryos

produced displayed a  phenotype identical to the  par-1  mutant, con-

firming the gene they had isolated was in fact the gene responsible

for the  phenotype [Guo and Kemphues, 1995]. However, in a very

surprising  finding,  in vitro  transcribed  RNA in the  same  “sense”

orientation as the  mRNA also induced the  par-1  phenotype  at the

same  level. This sense RNA cannot pair  with  par-1  mRNA, yet it

somehow it was still able to induce the  phenotype, demonstrating

that  duplex formation and the block  to  translation cannot be the

93

https://pezeshkibook.com



Part I :  

 

mechanism by which this inhibition works. Further controls showed

that injection of sense or  antisense RNA targeting other genes did

not cause  a  par-1  phenotype, demonstrating  the specificity  of the

inhibition effect.

  The  next  major  advance  came  from  a  collaboration  between

Andrew Fire’s lab and Dr. Craig Mello’s lab at the University of Mas-

sachusetts Medical School. They were interested in applying  antisense

interference technology to the study of other genes involved in early

embryogenesis, and they were curious about this “sense” RNA find-

ing and its mechanism. They chose to investigate five endogenous

genes and two previously engineered worms that express a fluorescent

jellyfish protein (green fluorescent protein) as a  transgene [Fire  et al.,

1998]. They found that injecting BOTH sense and  antisense RNA

strands as a double-stranded  duplex caused strong silencing in both

injected animals and their progeny (see  Figure  7.9). The affect was

specific to the gene, meaning silencing could be directed towards any

of the genes or transgenes that they wished to investigate. By com-

parison, silencing by the sense or  antisense RNA alone was much

weaker. Subsequent studies suggest that the silencing observed with

either single-stranded RNA is likely due to a small amount of con-

taminating  double-stranded  duplex  RNA  caused  by  infrequent

template-switching during the  in vitro  transcription reaction [Karikó

et al., 2011; Triana-Alonso  et al., 1995]. Fire and Mello also found

that it didn’t take much double-stranded RNA to induce a  strong

silencing response, suggesting that the mechanism requires an ampli-

fication step or some enzymatic process as opposed to the previously

hypothesized  ribosome  sequestration  model  [Fire  et   al.,  1998].
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  Fig.  7.9.  Double-stranded RNA induces gene silencing. When sense or  antisense RNA 
targeting green fluorescence protein (GFP)  transgene is injected into worms expressing 
a  GFP  transgene, most of the progeny produced by the injected animal express  GFP, but 
a few animals do not. When both sense and  antisense RNA targeting  GFP are injected 
into the same strain, none of the progeny express  GFP, meaning this  transgene has been 
silenced. This silencing is strong and stable across several generations.

This finding opened the door to what we call “reverse”  genetics in

the worm [Fraser  et al., 2000]. Instead of finding an interesting mutant

and figuring out what gene is responsible, we can instead look for a

gene in the worm  genome that is like something we already know

about from (for example, from studies of diseases in humans), and

then use this new gene silencing technology to eliminate it. Essentially,

the approach enabled targeted silencing of any gene! And, importantly,

it works efficiently in other species too [Mohr  et al., 2010]! This form

of gene silencing is called RNA interference, and Fire and Mello shared

the 2006 Nobel Prize in Physiology or Medicine for its discovery.

7.5  RNA Interference and its Biological Role

Fire and Mello’s discovery gave us a glimpse into a broader, small

RNA world that exists in  one form or another in most  species of

animals and plants, many fungi, some bacteria, and many other types
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of organisms as well. Humans have a functional RNA interference

pathway. If we induce expression of double-stranded RNA in human

cells, these RNAs can enter the pathway and silence the gene that

corresponds to the double-stranded RNA sequence. But why does it

exist? Certainly, worms didn’t evolve RNA interference to make the

life of  research scientists  easier! Rather,  the  consensus is that  the

RNA interference pathway exists to protect our genes from genetic

parasites such as RNA viruses and selfish genetic sequences that can

hop around the  genome [Ghildiyal  et al., 2008;  Tam  et al., 2008;

Watanabe  et al., 2008]. When our  cytoplasm detects long double-

stranded RNA sequences, the harbingers of RNA-driven infectious

disease, our cells activate many “innate” immune pathways to try to

quell the threat [Fitzgerald and Kagan, 2020; Luan  et al., 2024]. RNA

interference is but one of them. So how does it work?

  Remember  Dicer, one of the double-stranded RNA endonucleases

involved in  microRNA biogenesis?  Dicer was discovered by research-

ers investigating the mechanism of RNA interference [Bernstein  et al.,

2001].  Dicer also cleaves introduced double-stranded RNA sequences

into short, 21 nucleotide duplexes with two-base-pair overhangs. As

with pre-miRNAs,  Dicer-processed double-stranded RNA products

are loaded into an  Argonaute protein to form a protein-RNA complex

that contains a single-stranded 21–23 nucleotide long “guide” RNA

[Elbashir  et al., 2001a; Zamore  et al., 2000]. This  guide RNA then

hunts for  complementary RNAs, typically mRNAs produced by the

RNA virus or retroelement, and silences them.

  In this way, RNA interference and gene silencing by microRNAs

are similar. Both pathways  produce a single-stranded  short  guide
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RNA from a double-stranded progenitor sequence. Both use Dicer 

to produce a short duplex from a longer precursor. Both involve 

Argonaute proteins. And both silence target mRNAs through inter-

actions between the guide RNA and the mRNA target. 

That’s where the similarities end. Unlike microRNA RISC com-

plexes, the guide RNAs (called small interfering RNAs, or siRNAs 

for short) produced by RNA interference are normally fully comple-

mentary to their mRNA targets [Elbashir et al., 2001a; Elbashir et al., 

2001b; Zamore et al., 2000] (see Figure 7.10). And unlike miRNAs, 

which regulate the stability and translation efficiency of their target 

mRNAs, siRNAs enzymatically cleave their mRNA targets, destroy-

ing them [Schwarz et al., 2004; Song et al., 2004]. This process is 

called slicing. Why the difference? It turns out that fully paired 

guide-mRNA targets engage with the Argonaute proteins in a differ-

ent conformation, bringing an enzymatic active site in proximity to 

Fig.  7.10.   Comparison of pairing schemes between miRNA-loaded RISC and  siR-
NA-loaded  RISC. In both images, the top strand is the guide RNA, and the bottom strand
is the target mRNA. The position where target mRNA is cleaved by  siRNA:RISC is marked
with an arrow. Though loaded with similar components, the difference in pairing changes
the mechanism by which RISC silences target mRNAs. The protein images were rendered
from coordinates 6N4O (Sheu-Gruttadauria et al., 2019).
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the target mRNA [Chandradoss et al., 2015; Schirle et al., 2014; Wee 

et al., 2012]. Most microRNAs have evolved to not do that [Friedman 

et al., 2009]. Having said that, if you introduce a transgenic RNA 

that is fully complementary to a microRNA sequence, the transgene 

will be silenced by slicing activity [Brennecke et al., 2003]. MicroRNA- 

programmed RISC complexes are capable of slicing, but they are 

almost never fully complementary, and thus slicing doesn’t happen.

7.6  How do microRNAs and siRNAs Find and Regulate 

Specific mRNAs?

Both miRNAs and siRNAs form RISC complexes and silence mRNA 

targets, but they appear to work by very different mechanisms. So 

why is the same machinery used for both? Is it efficiency? Simplicity? 

Or is there some other driving reason? It turns out that the primary 

function of Argonaute proteins is to conduct what is referred to in 

the field as “guided” search [Salomon et al., 2015]. As you’ve come 

to realize, the cell is filled with all kinds of different RNA sequences, 

mRNAs, noncoding RNAs, virally encoded mRNAs in the case of 

infection, ribosomes, tRNAs, and more! The role of RISC is to find 

the correct target. This can be done by proteins without RNA guides, 

as is the case with TTP as discussed in the previous chapter [Lai 

et al., 1999]. But Argonaute provides a programmable pathway to 

find an RNA, where targeting can be changed based up the identity 

of the guide sequence [Zamore et al., 2000]. Protein recognition of 

RNA is not easily modified, but a new target RNA can be introduced 

in a myriad of ways. It enables adaptability.
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  Why involve a protein at all? RNA can pair with  complementary

RNA sequences just fine without the assistance of a protein. This is

true, for the most part. In a clever series of experiments, Liangmeng

Wee and Wes Salomon, both  from Dr. Philip Zamore’s lab at the

University  of Massachusetts Medical School, showed that a major

role  of the  Argonaute protein is  to speed up release of binding to

imperfect target RNAs [Salomon  et al., 2015; Wee  et al., 2012]. Recall

that  microRNAs must  bind  to target  RNAs through a short  seed

sequence at the 5′-end of the guide [see  Figure  7.7]. There may be

additional  pairing  to  regions  downstream,  but  the  seed  is  most

important, and defines the miRNA family identity. The  Argonaute

protein binds to the miRNA so that the six nucleotides from the seed

region are in the perfect orientation to bind to RNA targets [Schirle

and MacRae, 2012]. The remainder of the  guide RNA forms stable

interactions with the  Argonaute protein and don’t interact with the

target immediately upon first collision. When a  RISC complex binds

perfectly to a target through the seed, a conformational change in

the protein takes place that releases the remainder of the RNA so

that it can form interactions with the target too [Chandradoss  et al.,

2015; Wee  et al., 2012]. If there is a mismatch in the seed, the  RISC

complex releases the  mRNA before this conformational change takes

place [Salomon  et al., 2015].

  By contrast, naked  guide RNA (without  Argonaute protein) will

survey  mRNA across  the full  length  of  the  guide.  If it makes  an

imperfect match to an  mRNA, it will release very slowly, if at all. In

fact, the time it takes for an RNA  duplex to fall apart is on the order

of hours to days or longer (depending on the number of pairs), while
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it takes only seconds for a  RISC-guide-mRNA complex to dissociate

prior to this conformational change. The enhancement of the off rate

is what provides the target specificity of  RISC [Salomon  et al., 2015].

The role of the protein makes the  guide RNA:target  mRNA complex

less stable!

  In summary, miRNAs and siRNAs form 21-nucleotide-long RNA

guides that load into a protein called  Argonaute. Once loaded, they

can efficiently survey the cellular milieu of RNA targets selecting

only those that bind perfectly to the seed region. When microRNAs

detect a perfect seed, a rearrangement occurs such that additional

supplementary pairing between the 3′  end of the guide and the tar-

get  mRNA stabilize the complex. This complex then recruits other

proteins that lead to  translation suppression and  mRNA decay. By

contrast, when an  siRNA guide binds to an  mRNA target, the con-

formational change leads to full pairing between the guide and the

target  mRNA. This perfect pairing activates an endonuclease activity

in  Argonaute, cleaving the RNA target. As such, miRNAs and siRNAs

share the same machinery (mostly) but work via different mecha-

nisms. The bottom line is that  Argonaute proteins are found in all

domains of life. They can be programmed with guide RNAs either

encoded in the organism’s  genome  to regulate  the expression of a

gene, or by viruses infecting the organism to limit the viruses’ impact,

or by researchers who are interested in studying what happens when

a gene of choice is silenced. The potential exploitability of this path-

way  to  develop  new  therapeutic interventions  was  immediately

apparent to many. Later sections of this book will describe the state

of the art in exploiting small regulatory RNAs to impact disease.
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Biologicals vs. 
Chemicals

8.1 Introduction to Biological Therapeutics

At the time of this writing, I have been a Professor at UMass Chan 

Medical School for almost 20 years. For most of that time, I have 

been responsible for teaching first-year medical students the basics 

of mRNA transcription, gene regulation, and RNA processing. Over 

the years, the name of the course has changed, and the time I am 

allotted to give my lectures has decreased — currently I am allowed 

all of one hour to teach the medical students all the above. I have 

come to appreciate that medical students prefer to learn about dis-

eases, medicines, and how to treat patients. They are less interested 

103

https://pezeshkibo
ok.com



Part I I :  

 

in learning about the molecular biology of genes. Once they have

passed their board exams, even the small fraction of RNA biology

that I convey is soon forgotten. This disturbs me, speaking both as

a patient and as an educator. As such, I have tried to find a work-

around. Instead of teaching RNA biology, I teach my students about

beta-thalassemia, one of the diseases that we discussed in Chapter 2.

As my students study this disease, they end up learning about genes

and  gene  regulation  whether  they  want  to  or  not.  They  remain

engaged because they are learning about a subject that interests them

(diseases and  treatments), and I get good reviews for my lectures

through my deceptive approach to education.

  Honestly, at  one point in my  life  I was no different from these

medical  students. For  example,  when  I was  applying  for  faculty

positions  in 2003,  I  went on an  interview  at a university  whose

identity I choose not to disclose. I was required to give a seminar

on my postdoctoral research which was focused on the RNA recog-

nition  properties  of  a  family  of  proteins  involved  in  regulating

C.  elegans  germline development [Ryder  et al., 2004]. After the talk,

I met with the department chair. He frankly told me that I should

give up studying worms and focus  on studying  beta-thalassemia,

because everything there is to learn about gene regulation could be

learned by investigating this one disease process. I told him he was

nuts, and as you might suspect, he did not offer me a job. I never

really thought about that day again until late 2007, when I developed

minor  anemia and was struggling with a chronic health condition

of unknown origin. On the path towards my final diagnosis, which

turned out to be  ankylosing spondylitis, my primary care physician
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discovered  that I am a carrier of  beta-thalassemia. I have one bad

copy  of  the  beta-globin  gene  in  my  DNA. For the  most part,  as

described in Chapter 2, this mutation doesn’t affect my health. Every

so often I will go slightly anemic due to reduced  hemoglobin levels

in my blood. Not a big deal. But I was intrigued. After learning this

diagnosis, I tore into the  beta-thalassemia literature, and found out

that the department chair who interviewed me so many years ago

was right!  Beta-thalassemia researchers have unearthed a plethora

of disease-causing mutations in the regulatory regions of the beta-

globin gene, and a thorough study of this one gene would have taught

us much about promoters, enhancers, splice sites, polyA processing

events, and much more. Humility is an underappreciated virtue, and

I would have done well to accept that at a much younger age!

  About five years or so into my faculty appointment, while giving

my lecture on  beta-thalassemia to a fresh group of first-year medical

students, one of them asked a bold question on a tangential subject.

He  asked if I thought  basic research, focused on genes  and  gene

regulatory  mechanisms, was  worth  the  investment  compared  to

disease-focused research in times of economic difficulty. He felt —

strongly — that research  dollars were better spent trying  to cure

disease instead of trying to unlock hidden mysteries in our genes

solely for the sake of learning. In short, he was trying to get me to

justify my career as a basic academic researcher.

  He expected an answer from a professor. Instead, I answered as

a patient. As mentioned above, I have a disease called  ankylosing

spondylitis. It is a progressive and potentially debilitating disease of

the entheses, which are the attachment points for tendons to bones
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[McGonagle et al., 2021]. People with ankylosing spondylitis have 

chronic inflammation in the spine and hips, the rib cage, sometimes 

in the palms of their hands and soles of their feet, and even occa-

sionally in the eyes [Braun, 2025]. This chronic inflammation can 

drive bony overgrowth in the sacroiliac joints, vertebra, and costo-

chondral joints, leading to fusion of the spine, hips, and rib cage. 

This causes significant impairment of mobility along with many 

other co-morbidities. In short, it’s an unpleasant disease and, left 

untreated, it causes people like me great suffering.

Fortunately, I am well-treated by a drug called infliximab. This 

drug is not like other drugs you might receive at the pharmacy 

(see Figure 8.1). It is not a small chemical like aspirin, lisinopril, 

  Fig.  8.1.  Infliximab is a protein drug.  Infliximab is an antibody that has been engineered
to bind to  TNF-alpha. It is produced in genetically engineered Chinese hamster ovary
cells, which modify the protein with a glycan structure. This image was rendered from
coordinates 6UGY [Lerch et al., 2020].
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atorvastatin, omeprazole,  or frankly most medications. It is not a

pill, and it can’t be swallowed. It is instead a biological medication,

a “chimeric” antibody produced in Chinese hamster ovary cells [van

der Heijde  et al.,  2005].  We  talked about it briefly  in Chapter 6.

Infliximab  has been  engineered to bind  to the pro-inflammatory

cytokine  TNF-alpha, preventing it from sending a signal to increase

in the inflammation response [Melsheimer  et al., 2019; Targan  et al.,

1997].  Infliximab has also been partially humanized, meaning the

fixed regions of the antibody have been engineered to replace rodent

sequence with human sequence to help prevent it from being rec-

ognized by the immune system of patients. In short,  infliximab is a

protein, a product  of genetic engineering, and it works extremely

well to reduce the inflammation in my body [van der Heijde  et al.,

2005]. I am dosed with  infliximab every six weeks through intrave-

nous infusion. I joke that it’s like getting my oil changed. It works

wonders to keep me moving.

  How  was  this  novel  biological  therapy  developed?  A  pair  of

researchers — Sir Ravinder Maini and Sir Marc Feldmann working

in collaboration at The Charing  Cross Sunley  Research Centre  in

London — discovered that  TNF-alpha  is the lead  cytokine at the

head  of  a  cascade  of  additional  cytokines  that  promote  a  pro-

inflammatory response [Brennan  et al., 1989; Haworth  et al., 1991;

Williams  et al., 1992]. They also showed that a  TNF-alpha-blocking

antibody is capable of mitigating a variety of induced arthritis-like

symptoms  in a mouse model  [Williams  et   al., 1992]. Their basic

research into  cytokine function, and their brilliant idea  to use an

antibody to block  cytokine activity in a model organism, opened the
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door to future research efforts that made it possible for me to stand

in front of that classroom that day. Clinical trials followed the basic

research, and soon a variant of this antibody was approved for treat-

ment of rheumatoid arthritis, ulcerative  colitis,  psoriatic arthritis,

and  a  bunch  of  other  diseases  including  ankylosing  spondylitis

[Melsheimer  et al., 2019].  Infliximab also launched a billion-dollar

industry as other drug companies rushed to design improved anti-

bodies that target  TNF-alpha and other cytokines. These therapeutics

have helped millions of patients with a wide variety of inflammatory

diseases around the world. There are now well over 600 biological

medications approved for use in the United States (see  https://pur-

plebooksearch.fda.gov/) with a market size of over 400 billion USD.

How’s that for an economic justification supporting the value of basic

research?

  What  does  any  of  this  have  to  do with  RNA?  Well,  antibody

therapeutics are just one flavor of drugs made from biological mate-

rials such as proteins, nucleic acids, or even intact cells. There are

now approved drugs that use the  siRNA molecules we discussed in

Chapter 7 to treat disease by reducing gene expression. Most of us

have had vaccinations that use  mRNA to trick our cells into making

an antigen that  activates our immune system, helping our bodies

fight off  SARS-CoV-2 or other viral infections [Baden  et al., 2021;

Polack  et al., 2020]. Antisense nucleic acid technology, which works

via a hybridization of short, modified RNA or DNA molecules with

mRNAs, have proven valuable in treating some of the most challeng-

ing diseases that exist [Moultrie  et al., 2025]. Even more exciting,

new therapeutics that involve engineered cells, including cells with
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edited DNA, have been approved by the Food and Drug Adminis-

tration (FDA) and are transforming patient lives [Mitra et al., 2023]. 

In the third part of this book, we will discuss the first approved 

CRISPR therapeutic [Locatelli et al., 2024]. CRISPR therapies use 

RNA-guided search, as we discussed in the last chapter, to find and 

alter specific sequences in our DNA, overcoming or possibly even 

correcting disease-causing mutations. Guess which disease is treated 

by the first-in-class approved CRISPR therapeutic? Beta-thalassemia.

8.2 Biological Drugs vs. Chemical Drugs

Above, we discussed the use of an antibody therapeutic to treat a 

debilitating disease. Therapeutics that use macromolecules such as 

proteins or RNAs, or biologically derived macromolecular assemblies 

like viruses, or even intact cells, are broadly classified as “biological” 

medicines. They are distinguished from small-molecule chemical 

drugs by their size, their method of production, and by their com-

position. Biological therapeutics are designed to mimic the molecules 

your own body might make. In contrast, chemical drugs are much 

smaller, designed to penetrate cells, bind to specific proteins (or 

nucleic acids), and block their normal function.

When developing new chemical medicines, drug companies worry 

about how well the molecules work (efficacy), how specific they are 

(specificity), and whether they are harmful (toxicity). Related to 

these parameters is the molecule’s ability to enter the region of the 

body where the disease lies (bioavailability), how long it takes to 

reach the site of action (pharmacokinetics), and how long it persists 
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to achieve a therapeutic activity (pharmacodynamics). These factors 

that control these properties are often simplified into the acronym 

ADME, which stands for absorption, distribution, metabolism, and 

excretion [Vrbanac and Slauter, 2017].

The drug discovery process begins with screening huge libraries 

of millions of small molecules in a highly parallel format to identify 

candidates that have a desired activity (see Figure 8.2) [Carnero, 

2006]. Then, synthetic chemists build libraries of analogs from the 

candidate molecules, modifying them in a variety of ways to deter-

mine which parts of the molecule are responsible for the activity (the 

pharmacophore) and which parts tolerate modification, enabling 

optimization of ADME properties. This process is termed SAR, for 

structure-activity relationship [Guha, 2013]. These analogs are 

  Fig.  8.2.  High-throughput drug screening. Libraries of compounds are spotted into
high-content microtiter plates. The plates can have over 1,000 wells, and the libraries
may contain over one million compounds. An activity assay that can measure the impact
of a compound in a highly parallel fashion is performed. The data is analyzed to identify
candidate hits. This is just the first step. Candidate hits are re-screened for specificity,
toxicity, and reproducibility. Then, additional functional characterization is performed.
If the hit passes all criteria, it is resynthesized, and a variety of analogs are created to
identify the  pharmacophore and improve activity. Additional analogs are made to improve
the ADME properties before it is ever tested in an animal model.
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re-screened, then further modifications are made to maximize ADME

properties while minimizing toxicity. An effective small  molecule

that emerges from this process is called a “lead” compound. Next,

steps are taken to assess the lead’s potential in cell and animal mod-

els of disease, including additional rounds of analog synthesis where

necessary. If they work as hoped, an investigational new drug (IND)

filing is made with the FDA for consideration to begin clinical trials

(see  https://www.fda.gov/drugs/types-applications/investigation-

al-new-drug-ind-application). It’s a process that can take years. Most

leads fail before IND, and many more fail during clinical trials. New

drug discovery is an arduous process!

  Biological medicines are different. Drug developers don’t need to

screen millions of biological molecules for a specific activity. They

typically  understand how  the biological molecule  works, so they

must simply design or select a molecule that can perform the intended

function. For example, if a  beta-thalassemia patient were to receive

a dose of  therapeutic  mRNA encoding the  beta-globin, then patients

might be able to express enough  beta-globin to avoid transfusions

and the myriad complications that come along with it. The design

work is easy, but not the delivery work, and there is a new concern

to contend with — immunogenicity. Small-molecule drugs often do

not elicit strong responses from our immune system [Gunn  et al.,

2016]. But with biologicals, evading the immune system is a major

hurdle, as foreign proteins and RNAs are recognized as “invaders”

by our bodies, leading to the production of antibodies against the

medicine [Atiqi  et al., 2020; Garcês and Demengeot, 2018; Gunn

et al., 2016; Vaisman-Mentesh  et al., 2020]! Not good!
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  Let’s look deeper at the delivery issue.  Therapeutic antibodies like

infliximab work outside of the cell, binding to extracellular signaling

proteins like  TNF-alpha, or blocking cell surface receptors and pre-

venting  signal transduction  events [Melsheimer  et   al., 2019]. As

such, cell membranes aren’t really a problem. But RNA therapeutics,

including  mRNA vaccines or  siRNA therapeutics, must cross the  cell

membrane to function. An  mRNA  vaccine must  engage  with the

ribosome  to produce an antigen. Ribosomes function inside cells,

not in the extracellular space. Similarly, siRNAs must be loaded into

the  RNA-induced  silencing complex (RISC) to  target mRNAs for

silencing [Elbashir  et al., 2001; Zamore  et al., 2000]. The components

of the  RISC complex,  and their  mRNA targets, are  in the cellular

cytoplasm. It does no good if the RNA is trapped outside. As such,

delivery is a  major issue for RNA  therapeutic development! The

strategies  that  one  might  use  to  improve  the  permeability  of  a

small-molecule drug candidate don’t apply for macromolecules, so

new avenues to cross membranes are required.

  Delivery of biologicals to the right tissue is  important as well.

Most small-molecule drugs are administered orally, meaning you can

take them by mouth [Howes, 2023]. They transit through the diges-

tive system and are absorbed by our intestines, then spread to the

right tissue through whatever means are available (usually through

the blood stream). Most biologicals wouldn’t survive the digestive

system. The acid in our stomach is very good at denaturing proteins

and unfolding RNAs, and enzymes in our intestines would digest a

protein  therapeutic as easily as it would a piece of steak. Some bio-

logical medications,  like  infliximab, are delivered  by  intravenous
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infusion directly into the blood stream [Targan et al., 1997]. Others 

are administered by intramuscular or subcutaneous injection. Both 

delivery routes bypass the digestive system, but don’t solve the prob-

lem of proteases and nucleases, ever-present threats to the biological 

drugs we put into the body. Many biological drugs must be modified 

to enhance their stability, limit their immunogenicity, and maximize 

their bioavailability in the correct target tissue [Warren et al., 2021]. 

We will go into more specifics later in this volume, but for now, 

suffice it to say that biological medications hold great promise, but 

also pose new challenges.

8.3 An Introduction to RNA Therapeutics

At a first approximation, it seems the ideal solution to correcting a 

disease like beta-thalassemia — caused by two bad copies of the 

beta-globin gene — is to directly repair the mistake in our DNA. If 

the gene is broken, why not fix it instead of relying on a workaround? 

Fixing DNA is not so simple. We do have tools to edit the genome, 

but as they exist today, they are not efficient enough to get the job 

done [Ran et al., 2013]. Recall that our bodies have millions of cells, 

and each cell has its own copy of our DNA genome. It is a tall order 

to edit every copy, precisely, in all cells of the adult body. In fact, it’s 

probably impossible. To be fair, for beta-thalassemia and most dis-

eases, we wouldn’t have to edit all cells. Just our erythroid progen-

itor cells. It turns out our genome editing tools aren’t efficient enough 

to make a targeted gene repair even in a subset of tissues. It can be 

done, but not well enough for an effective therapy. In truth, our tools 
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are better at breaking genes than fixing them, which is sometimes 

helpful to correct disease, but not always. The CRISPR therapeutic 

that I alluded to at the beginning of this chapter works by breaking 

a gene rather than fixing one [Locatelli et al., 2024]. So, for now, 

correcting the DNA is probably not our best choice for solving most 

diseases.

What about proteins? We’ve already learned about one very suc-

cessful class of protein drugs — therapeutic antibodies. Why not 

deliver functional beta-globin to patients with beta-thalassemia? It 

is hard to predict the properties of proteins, how efficiently they fold, 

how stable they are in serum, and how immunogenic they are. They 

are much harder to synthesize in a lab setting than a nucleic acid, 

and they aren’t as programmable. To be incorporated into hemoglo-

bin, beta-globin therapeutics would have to transit the membrane, 

a problem not easily solved. Protein drugs are great, but significant 

research and development is needed to bring one to market. They 

are not “information”-carrying molecules the same way that DNA 

and RNA are. 

We discussed several forms of cellular RNA in the previous section 

of this book. There is much interest in developing these RNA species 

into medicines to treat a wide variety of diseases [Zhu et al., 2022]. 

Unlike proteins, RNA sequences are fully programmable [Khvorova 

and Watts, 2017]. We understand the code. We know how to design 

an mRNA to produce a protein sequence. We can predict its structure. 

We know how to design siRNAs to target a specific mRNA. We 

know how to make both in high yield in drug-manufacturing 
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facilities [Hu et al., 2020; Webb et al., 2022]. If we can solve the 

ADME issues associated with RNA, including membrane transit, we 

can take advantage of that programmability to make drugs that treat 

any disease. This is the major promise of RNA therapeutics. They are 

“informational” drugs [Cohen, 1991]. They act upstream of protein 

synthesis, altering the message, changing how much protein gets 

made. That’s a compelling argument to invest in their development.

Recall that RNA is composed of just four nucleotides, compared 

to the 20 amino acids found in proteins. Further, the sugar-phosphate 

background is chemically identical in all four nucleotides. If a mod-

ification pattern of the backbone can be found that leads to success-

ful transit across membranes, or delivery to a specific tissue, or 

enhanced bioavailability through reduced destruction by ribonucle-

ases, or better toxicology profiles, etc., then it is simple to program 

those modification patterns onto other RNA sequences. Not only is 

the sequence programmable, but the ADME-defining modifications, 

once discovered, are also programmable. Dr. Anastasia Khvorova 

and Dr. Jonathon Watts, both colleagues at UMass Chan Medical 

School in the RNA Therapeutics Institute, call these modifications 

the “dianophore”, contrasting with the “pharmacophore” that defines 

a small-molecule drug’s activity (see Figure 8.3) [Khvorova and 

Watts, 2017]. So-called dianophores are named after the Greek word 

“dianomi”, meaning distribution or delivery. These modifications 

define where the RNA goes, and thus how well they work.

In the following three chapters, I will describe in detail biological 

RNA drugs from three different classes. The first are antisense 
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oligonucleotides, single-stranded nucleic acid sequences that hybrid-

ize to their mRNA targets to affect a change in their stability, splicing, 

or translatability [Ruchi et al., 2025]. The second class of RNA 

therapeutic I will describe are the siRNAs, which work by slicing 

target mRNAs [Setten et al., 2019]. The final class I will describe are 

the therapeutic mRNAs, designed to replace missing gene products 

or as vaccine vectors to enhance our body’s immune system [Qin 

et al., 2022]. This is by no means a comprehensive survey of all types 

of RNA therapeutics. Other classes of RNA therapeutics include 

aptamers — RNAs that have been evolved in a laboratory to bind 

with high affinity and specificity to proteins to affect a therapeutic 

outcome [Thiel and Giangrande, 2009], therapeutic tRNAs which 

can alter the meaning of the code during translation [Coller and 

Ignatova, 2024], and other noncoding RNAs that are currently in 

development [Winkle et al., 2021]. At the time of this writing, 1,857 

Fig. 8.3.  Informational drug pharmacophore vs. dianophore. An RNAi drug will  
contain modifications that improve its stability and delivery to target tissues. These 
modifications are called the dianophore. The sequence of the RNA defines its activity 
(pharmacophore). This image was rendered from coordinates 1R9F [Ye et al., 2003].
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clinical trials involving RNA are listed on the US government’s web 

catalog (http://clinicaltrials.gov), targeting diverse diseases such as 

glioblastoma, hepatitis C virus infection, melanoma, and many more. 

Maybe an IND that targets a disease that affects your family is being 

tested right now!
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Oligonucleotide 

Therapeutics

9.1 But first, Spinal Muscular Atrophy 

Spinal muscular atrophy (SMA) is a devasting genetic disease that 

affects approximately 1 out of every 10,000 babies [Aragon-Gawinska 

et al., 2023]. It is an awful disease, severely impacting the quality 

and duration of life of those afflicted. The disease is also hard on the 

families of patients, who learn after diagnosis that their child suffers 

from a progressive and incurable disease, is unlikely to survive to 

adulthood, and will require constant care for the remainder of their 

lives [Munsat et al., 1990]. I cannot imagine the trauma that must 
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cause, and I have great compassion for those who suffer because of

this terrible, terrible disease.

  There are five  types of  SMA that  are  generally categorized by

disease severity and age of onset [Arnold  et al., 2015; Munsat  et al.,

1990; Nishio  et al., 2023] (see  https://www.ninds.nih.gov/health-in-

formation/disorders/spinal-muscular-atrophy). The most common

form is called SMA type I. It manifests within six months of birth.

Symptoms include severe weakness, inability to support the head,

labored breathing, and  difficulty  eating.  Children born  with  this

disease typically do not survive beyond two or three years. Children

born with the much less common SMA type 0 usually do not survive

beyond three weeks, with respiratory failure at birth and a variety

of symptoms including facial paralysis, the absence of normal reflex

responses, extreme weakness, and heart defects. Children with type

II are diagnosed before 18 months of age but have less severe symp-

toms  than  type  I  patients  and  can  sometimes  survive  into  their

twenties. SMA type II patients are unable to walk independently, and

their muscle tone gets worse as they age. They often develop cardiac

symptoms as their disease progresses. SMA type III patients are also

diagnosed in childhood, but lifespan falls within normal expectations,

and they can typically walk independently. However, they experience

muscle weakness,  fatigue, and loss of motor skills,  including  the

ability to walk, as their disease progresses. SMA type IV is the least

common form. It is usually diagnosed in adulthood, and  patients

with  this  form lead mostly  normal  lives  but  show  a progressive

weakening that can lead to motor skill loss and the loss of the ability

to walk unassisted as they grow older.
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In all forms of SMA, the disease phenotypes (symptoms) are 

caused by weakening and ultimate death of a specific class of cells 

called lower motor neurons [Nishio et al., 2023]. These cells, located 

in the base of our brain and in our spinal column, connect the upper 

motor neurons in our brains to the muscles throughout our body, 

controlling when, where, and how those muscles fire (see Figure 9.1). 

  Fig.  9.1.  Lower motor neurons. The lower motor neurons connect the spinal cord to
muscle tissue, for example the bicep muscle shown here. Peripheral nerves contain lower
motor neurons and the glial cells that protect them. If lower motor neurons degenerate,
the muscles cannot receive the signal to fire.
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Let’s consider a metaphor. The lamp on the table in your living room

is a muscle; it does the work of lighting up the room when it receives

a signal to turn on. The switch on the wall is an upper  motor  neuron,

it controls the decision to turn on the lamp. The wires hidden inside

your wall between the switch and the electrical outlet connected to

your lamp is a lower  motor  neuron. In conducts electricity from the

switch to the lamp. When you decide that you want light, you flip

the switch, a circuit opens, and electrons move through the wiring

to your lamp. If the wiring in the wall is cut, missing, or shorted out,

your lamp will not illuminate. Seems simple, right?

  A similar thing happened inside of your brain as you flipped that

switch. First, your eyes detected that the room was too dark. Your

brain decided to turn on the light. Your brain instructed the upper

motor  neurons  that  govern  your  shoulder,  arm,  and  fingers  to

awaken. Those neurons then transmitted a signal to the lower motor

neurons, which activated  the muscles in your shoulder, arm, and

fingers  to do the work of flipping  the  switch. With SMA patients,

the brain works normally to receive and process information. The

upper motor neurons attempt to activate lower motor neurons, but

the lower motor neurons are sick or dead, so the muscles never get

the message. Over time, the unused  muscles waste away, and the

surviving  lower motor neurons get less and  less  healthy, and the

disease progresses. Now imagine instead of flipping a light switch,

the  job  you are trying to do is something more  important to our

survival such  as nursing, breathing, or holding our head upright.

Hopefully you can begin to appreciate the severity and impact of this

disease!
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9.2 The Genetics of Spinal Muscular Atrophy

Like beta-thalassemia, SMA is a monogenic autosomal recessive 

disorder. To put it more plainly, in almost all cases, the disease is 

caused by the loss of both copies of a single gene that is present on 

a non-sex chromosome (any chromosome except X or Y). To inherit 

the disease, you must receive two bad copies of this gene, one from 

Mom, and one from Dad. Both were carriers but likely never knew 

it. They each passed on the bad copy to their child through sperm 

and egg.

The name of the responsible gene is SMN1, which stands for 

survival of motor neuron 1 [Lefebvre et al., 1995]. This gene is located 

on chromosome 5 in band q13 in a 500 kilobase pair region that has 

been duplicated (see Figure 9.2). What this means is that at some 

point in our evolutionary history, a small fragment of chromosome 

5 was copied an extra time during DNA replication, giving two cop-

ies of every gene within that region [Rochette et al., 2001]. This 

sometimes happens due to non-allelic homologous recombination, 

Fig.  9.2.   SMN  gene duplication region on chromosome 5q13. Mutations of the SMN1
gene are responsible for SMA. A nearly identical gene, SMN2, is located nearby, but does
not produce much functional protein. Some genes in this region no longer code for func-
tional proteins due to genetic drift and the accumulation of mutations. These genes are
called pseudogenes and marked with the symbol  ψ.
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when repetitive elements in our  genome occasionally spur unusual

crossover events during meiosis, the process that drives sperm and

egg production [Bailey  et al., 2002; Watson  et al., 2014].

  Over the course of time, beneficial genes in the duplicated region

remain functional, while detrimental or unnecessary genes are lost.

But the evidence of the duplication persists through the identity and

relative positioning of the genes that remain. The extent of preser-

vation and the order of genes (called synteny) is used by evolution-

ary  biologists to infer how recent or distant in our history a  gene

duplication took place [Duran  et al., 2009]. In the case of the SMN1

gene, the duplication appears to be specific to hominids, in that other

primates don’t seem to have it [Rochette  et al., 2001].

  What this means in practical terms is that there is a gene in our

genome nearly identical to SMN1 located just 500 kilobase pairs away

on the same  chromosome. We call this gene SMN2. This gene encodes

almost the exact same protein as SMN1 — it has 16 total sequence

differences compared to SMN1, and most don’t matter to the function

of the encoded protein. One difference, however, is extremely import-

ant. A single C to T change modifies the efficiency of  splicing during

SMN2  transcription, causing frequent skipping of the seventh  exon

[Lorson  et al., 1999, Monani  et al., 1999] (see  Figure  9.3). When the

exon is absent, the frame is changed, and the protein produced is

non-functional and rapidly destroyed. The  mRNA produced  from

SMN2 skips  exon seven about 90% of the time. The remaining 10%

include  exon 7 to produce an  mRNA that encodes a functional SMN2

protein. If we could figure out how to improve the efficiency of  exon

seven inclusion in SMN, we might be able to cure SMA!
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  Fig.  9.3.  Comparison of SMN1 and SMN2  splicing. SMN1 forms one spliced  mRNA 
that connects all eight exons and encodes a functional SMN protein. SMN2, a nearly 
identical gene, skips  exon 7 90% of the time, leading to a shorter  mRNA that does not 
encode functional SMN. The remainder of the time,  exon 7 is included, and a functional 
SMN protein is produced. The difference is attributed to a single T to C difference within 
a  splicing regulatory sequence within  exon 7.

  But wait! How do we know that producing more SMN2 protein

would compensate for the loss of SMN1? There is compelling evi-

dence to suggest SMN2 can functionally replace SMN1 [Campbell

et al., 1997; Hahnen  et al., 1996; McAndrew  et al., 1997; Velasco

et   al., 1996]. Remember the  five  types of  SMA that we discussed

above? It turns out that the severity of the disease is anti-correlated

with the amount  of SMN2 protein  that is  produced. SMA  type I

patients produce very little SMN2 protein, while SMA type III and

type IV patients produce considerably more SMN2 protein. Why the

difference? It turns out that type III and type IV patients have under-

gone even more  gene duplication events, so that there are three, four,

124

https://pezeshkibook.com



   

or more copies of the SMN2 gene. This region of  chromosome 1 is

prone  to  duplications  and  rearrangements  due  to  the  repetitive

sequence  elements  found  within  [Campbell  et   al.,  1997].  Some

patients are just lucky to have inherited a higher dose of SMN2 to

compensate for the loss of SMN1. So again, we are presented with a

possible solution to this horrifying disease. Increasing SMN2 levels

in  severely affected patients  should  offset the loss  of SMN1 and

improve patient outcomes.

  To summarize, loss of both copies of the SMN1 gene causes spi-

nal muscle atrophy, and the copy number of the nearly identical

SMN2 gene modifies the extent of the disease. Without SMN2, all

patients would have the worst form of the disease. Normally SMN2

mRNA produces little functional protein because of a problem with

splicing. Extra copies of the SMN2 gene can partially make up for

this, providing enough SMN2 protein to survive into adulthood and

lead a relatively normal life.

9.3  Improving the Efficiency of SMN2 Splicing

  to Treat SMA

We learned about  pre-mRNA  splicing  and  alternative  splicing  in

Chapter 3. We learned that  splicing happens in the  nucleus of cells

and occurs while  mRNA is being transcribed from the DNA template.

We learned that  splicing  must be precise to preserve  the  reading

frame of the genetic code. We also learned that  alternative  splicing

enables the production of multiple spliced  mRNA isoforms from the

same gene. Now we know that the SMN2 gene is spliced into two

isoforms, one functional and the other non-functional. Unfortunately,
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the  ratio  of  alternatively  spliced  isoforms  skews  heavily  to  the

non-functional form. Again, if we can figure out how to modify this

ratio, then we might be able to treat this disease! But how?

  We know that  splicing is a complex process that involves many

noncoding RNAs and proteins. Perhaps one of these could be targeted

with a small-molecule drug to enhance the efficiency of SMN2  splic-

ing? At a  first  approximation,  that  would seem inadvisable. The

splicing apparatus is active in every cell, working on every  mRNA

[Rogalska  et al., 2023]. A better strategy would be to somehow tar-

get the  mRNA sequence  directly. Every  gene has a  unique  mRNA

sequence, and if  splicing could be targeted at the  mRNA level through

its  sequence,  then  it  is  likely  that  the  therapy  wouldn’t  cause

problems in other genes. So far, we have discussed chemical drugs

and  biological drugs. Chemical  drugs can’t  be  easily  designed to

target specific  mRNA sequences [Costales  et al., 2020]. They must

be screened and   then  optimized  through the hit-to-lead  process

described in Chapter 8. Protein drugs, such as the monoclonal anti-

body therapies, are also challenging to develop, and delivery into a

cell is challenging. But an informational nucleic  acid  drug could

target SMN2  mRNA through hybridization [Singh  et al., 2006]. It is

relatively straightforward to design a DNA or RNA oligonucleotide

that can bind with high specificity to the SMN2  mRNA. But recall

that our goal is not to destroy SMN2 RNA or prevent SMN2  trans-

lation. Instead, we seek to change the pattern of  splicing.

  In late 2016, the Food and Drug Administration (FDA) approved

an  antisense  oligonucleotide drug called  nusinersen (trade name

Spinraza®) for  the treatment of SMA in both  infants  and adults
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(see  https://www.fda.gov/news-events/press-announcements/

fda-approves-first-drug-spinal-muscular-atrophy). It is the first  anti-

sense oligonucleotide  therapeutic (ASO) to be widely used in  the

clinic, and the first disease mechanism-targeting drug used to treat

SMA [Qiu  et al., 2022]. Thousands of lives have been transformed

by this drug. I encourage everyone to watch the video testimonials

of SMA patients and their families on YouTube — there are many —

to see for yourself the impact of this drug.

9.4  Antisense Oligonucleotide Therapeutics

What exactly are ASOs, and where did they come from?  Antisense

oligonucleotides are short single-stranded synthetic RNA or DNA

sequences that are designed to hybridize with high affinity and spec-

ificity to  mRNA targets in our cells [Lundin  et al., 2015]. They are

heavily modified,  altering the properties of  the  sugar-phosphate

backbone to enhance their stability in cells, their ability to discrim-

inate  between  target  mRNAs,  and  their  ability  to  transit  cell

membranes to  reach the  cytoplasm [Smith and Zain, 2019]. The

modification patterns also help the ASO avoid the immune system

[Roberts  et al., 2020].

  ASOs  work  by  a  few  different  mechanisms  (see  Figure  9.4)

[Roberts  et al., 2020]. In the  cytoplasm, ASOs hybridize directly with

fully  processed mRNAs. This hybridization  can  act  as a block  to

translation initiation, preventing scanning by the small ribosomal

subunit to find the start  codon, and blocking the joining of the sub-

units to form an intact ribosome [Baker  et al., 1997; Boiziau  et al.,

1991].  ASOs that work by this mechanism reduce the  amount of
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  Fig.  9.4.  ASO regulatory mechanisms. There are two broad classes of ASOs. The first 
are called gapmers, which contain DNA nucleotides in the ASO and direct RNAse H, a
cellular  enzyme, to cleave mRNAs that hybridize to the ASO. The second class are
steric block ASOs that work by interfering with cellular process that act on  mRNA, such 
as pre-mRNA  splicing,  translation initiation, or other pathways.

protein  that  is  produced  from  an  mRNA  by  blocking  protein

synthesis. Some  ASOs are designed  with a  few  unmodified  DNA

bases in between heavily modified flanking sequences. When these

ASOs, termed “gapmers”, hybridize with their target  mRNA, a ubiq-

uitous cellular  enzyme called  RNAse H recognizes the DNA/RNA

hybrid region and cleaves the RNA, leading to its rapid decay [Wu

et   al.,  2004].  These  gapmer  ASOs  work  by  reducing  the  overall

amount of  mRNA. The last class of ASO to consider modifies the
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splicing of  mRNA targets. This mechanism works in the  nucleus and

is concurrent with pre-messenger RNA synthesis. The ASO works

by hybridizing with  splicing sites or  splicing regulatory sequences

in the pre-mRNA to modify  splicing outcomes [Dominski and Kole,

1993]. If a constitutive  exon is skipped due to the ASO, the  mRNA

produced is non-functional. If the ASO hybridizes to a  splicing reg-

ulatory region, then the ratio of alternatively spliced products can

be altered through steric hindrance of the  splicing regulatory machin-

ery [Roberts  et al., 2020]. This latter mechanism is how  nusinersen

works to increase the production of SMN2 [Singh  et al., 2006; Wan

and Dreyfuss, 2017].

  The concept of  antisense inhibition dates back to the late 1970s,

when Mary Stephenson and Paul Zamencik of Harvard University

published  back-to-back papers  demonstrating that  a  short DNA

oligonucleotide could block Rous Sarcoma  Virus replication and

translation  in  cell  culture  [Stephenson  and  Zamecnik,  1978;

Zamecnik and Stephenson, 1978]. If these names look familiar, it’s

because we discussed  them before! Both were co-authors on the

paper that described the discovery of transfer RNA some 20 years

earlier [Hoagland  et al., 1956; Hoagland  et al., 1958]. Their pioneer-

ing work showed that you could silence an RNA sequence in a cell

with a short,  complementary DNA sequence that can hybridize with

the target RNA of your choice. Shortly thereafter, Helen Donis-Keller,

also working at Harvard, demonstrated that short DNA oligonucle-

otides, when paired with RNA sequences, induce direct cleavage by

an  enzyme called RNAse H, destroying the RNA [Donis-Keller, 1979].

Many researchers over the course of three decades worked very hard
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to develop this technology into a therapeutic that works in patients. 

Key advances include the development of machines that could auto-

mate the synthesis of oligonucleotides [Caruthers, 2013], a better 

understanding of how oligonucleotides activate the immune system 

[Fitzgerald and Kagan, 2020], and the development of modifications 

that could work efficiently in patients [Roberts et al., 2020]. An entire 

book could be written describing the Herculean efforts necessary to 

bring ASO technology into the clinic.

The first phase 1 clinical trial for an ASO therapy was initiated 

in 1993, targeting a gene product that contributes to acute myelog-

enous leukemia [Bayever et al., 1993]. The outcome of this trial 

showed the relative safety of administering ASOs to patients but did 

not establish clinical efficacy. In 1998, a different ASO (fomiversen) 

became the first informational drug to be approved by the FDA 

[Roehr, 1998]. Fomiversen targets cytomegalovirus RNA. It was 

approved strictly to treat cytomegalovirus-induced retinitis in immu-

nocompromised AIDS patients. Though effective, this drug was 

pulled from the market in 2006 when highly active anti-retroviral 

therapy targeting HIV all but eliminated the population of patients 

experiencing cytomegalovirus-induced symptoms [Bradley, 2019]. 

Since then, several ASO therapeutics have been approved by the FDA 

for a wide variety of diseases including familial hypercholesteremia 

[Thomas et al., 2013], hereditary transthyretin amyloidosis [Benson 

et al., 2018], Duchenne’s muscular dystrophy [Clemens et al., 2020; 

Servais et al., 2022], and of course, SMA [Finkel Richard et al., 2017]. 

Several more are listed as investigational new drugs in clinical trials 
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for Huntington’s disease [McColgan et al., 2023], pouchitis [Greuter 

and Rogler, 2017], and hyperlipoproteinemia [Yeang et al., 2022]. 

We are likely to see many more in the decade to come.

9.5 The Example of Nusinersen

It’s worth spending a little more time describing the history of how 

nusinersen was developed to treat SMA. The story of this drug is 

illustrative of how science works — through slow incremental prog-

ress interspersed with significant breakthroughs that move the field 

forward (see Figure 9.5). The story begins with the discovery that 

loss of the SMN1 is responsible for SMA, and that a parallel homolog 

(paralog) gene called SMN2 exists [Bürglen et al., 1996; Campbell 

et al., 1997; Lefebvre et al., 1995]. Though SMN2 codes for a nearly 

identical protein, the pre-messenger RNA is alternatively spliced to 

make an mRNA (remove non-functional) variant missing exon seven 

[Lorson et al., 1999; Monani et al., 1999]. Without exon seven, the 

protein-coding frame is disrupted, and a non-functional unstable 

protein product is produced. The next breakthrough was the discov-

ery that SMN2 produces a small amount of functional protein, and 

that increased SMN2 gene dosage can make the disease less severe 

[Campbell et al., 1997; McAndrew et al., 1997; Monani et al., 1999; 

Rochette et al., 2001]. This genetic understanding of the disease 

provided a rational basis for designing novel therapeutics that would 

target SMN2 alternative splicing, enhancing exon seven inclusion, 

and thus producing more functional SMN protein.
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Fig.  9.5.   Timeline of nusinersen development. It took just under 22 years from the 
discovery that SMN1 is the causative gene in SMA to an FDA approval of an  informa-
tional drug to treat the disease.

  The next  breakthrough came in  the  form of a  “mini-gene”,  a

reporter system in cell culture where the  splicing inclusion extent

of SMN2  exon seven is coupled to the expression of a marker gene

such as luciferase or  green fluorescent protein [Zhang  et al., 2001].

Marker gene expression is easy to measure using common lab equip-

ment with very little handling of the samples, making it possible to

screen for modifiers of SMN2  splicing very quickly. This opened the

door to the first high-throughput screens for small-molecule modi-

fiers of SMN2  splicing, but nothing  was found that worked well

enough and was specific enough to move from hit to lead.
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  After that, several labs attempted to develop  antisense oligonu-

cleotides to improve inclusion of SMN2  exon seven, targeting splice

sites and intronic  splicing suppressor sequences in  exon seven and

its  flanking introns [Lim and Hertel, 2001; Miyajima  et al., 2002;

Miyaso  et al., 2003]. Most of these efforts showed some improvement,

but not enough to warrant further drug development. Then, a new

regulatory region, termed ISS-N1, was discovered near the 5′  end of

SMN2  intron seven [Singh  et al., 2006] (see  Figure  9.5). An  antisense

oligonucleotide that  targeted this region strongly enhanced  exon

seven inclusion both in a reporter mini-gene and in cells cultured

from  SMA  patient  fibroblasts. Despite  providing strong  proof of

principle, subsequent work showed that this ASO did not work well

in a mouse model of SMA [Williams  et al., 2009], and this ASO was

abandoned.

  The next breakthrough came by way of a collaboration between

Adrian Krainer’s lab at  the Cold  Spring  Harbor Laboratories and

IONIS Pharmaceuticals (formerly ISIS Pharmaceuticals) headquar-

tered  in  Carlsbad,  CA.  The  Krainer  lab  performed  a  systematic

exploration of a large library of ASOs spanning the entirety of  exon

seven and its flanking introns using the high-throughput mini-gene

screening approach [Hua  et al., 2007]. In addition to testing different

sequences, the Krainer lab also surveyed a new backbone chemical

modification pattern synthesized by IONIS. They demonstrated that

a sequence named “ASO 10-27”, which targets the previously iden-

tified ISS-N1 regulatory region, worked the best among the 60 oli-

gonucleotides  screened.  The  new  modification  pattern,  which

https://pezeshkibook.comthoxyethyl (MOE) groups on the sugar
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  Fig.  9.6.  2′-O-methoxyethyl (MOE) and phosphorothioate (PS) modifications. Both 
MOE and PS modifications are found in the backbone of  nusinersen. This figure shows 
a modified  adenosine, but any nucleotide can bear these modifications.

phosphorothioate (PS) backbone  modifications (see  Figure  9.6),

provided sufficient stability to improve  exon seven inclusion in both

cultured  cells and a  transgenic  mouse model  expressing human

SMN2 [Hua  et al., 2007; Hua  et al., 2008]. This brute force optimi-

zation worked very  well  to identify  the  best region to target. The

collaboration between an academic lab and a biotech company was

instrumental to demonstrating that the  MOE modifications worked

well in animals where previously attempted modification chemistries

had  failed [Williams  et al., 2009]. Additional animal studies con-

firmed the efficacy of ASO 10-27 (now called  nusinersen), leading

to the launch of clinical trials in 2011 [Chiriboga  et al., 2016]. The

trials  established  the safety,  efficacy,  and  the  dosing  regimen  for

nusinersen, leading to its approval in 2016 [Aartsma-Rus, 2017].

  I would like to share a few more thoughts on the modifications

in  nusinersen. The 2′  MOE groups and the PS linkages are thought

to help the ASO cross cellular membranes [Tanowitz  et al., 2017].

Both  types  of  modification  increase  the  hydrophobicity  of  the

molecule, which means it has a better chance of passively diffusing

https://pezeshkibook.comd.ir



 

across a membrane surface. It is thought that  nusinersen (and other

ASOs) enter a cell through a process called receptor-mediated  endo-

cytosis [Rennick  et al., 2021]. Proteins on the cell surface bind to

the drug and hold it close to the cell surface [Tanowitz  et al., 2017].

Then a region around the protein-drug complex invaginates into the

cell before it is eventually pinched off to form a vesicle. This vesicle

fuses with a cellular organelle called the endosome, whose normal

job is to sort the contents and traffic them to other parts of the cell.

The 2′  MOE and PS modifications are thought to help  nusinersen

escape from the endosome compartment into the  cytoplasm by pas-

sive diffusion across the endosomal membrane [Dowdy, 2023]. The

chemistry of the modifications helps with two separate processes,

cellular targeting, and endosomal escape. This is likely why the ASO

developed by the Krainer lab worked well, while similar ASOs made

with different chemistry failed in animal studies [Hua  et al., 2008;

Williams  et al., 2009].

  Nusinersen is administered to patients by intrathecal injection,

which is to say that the drug is delivered directly to the central ner-

vous system by way of injection into the spinal cord. It is administered

in four bolus injections in the first two months, then the injections

are repeated on a four-month schedule. Because SMA is a progressive

disease, the drug works best if administered before patients become

strongly symptomatic [Coratti  et al., 2021]. The drug does not res-

urrect lower motor neurons that have already died, but it does pro-

tect the surviving motor neurons, improving outcomes as measured

by physical activity metrics and by increased lifespan. While it’s not

a cure,  nusinersen provided hope to SMA patients and their families.

https://pezeshkibook.comd.ir



Part I I :  

Furthermore, it is a lesson in how hard it can be to bring a new drug 

class to market. The initial idea of antisense inhibition was published 

in the late 1970s [Stephenson and Zamecnik, 1978; Zamecnik and 

Stephenson, 1978]. The discovery that SMA is caused by disruption 

of SMN1, and that SMN2 abundance can modify the disease state, 

came in the mid-1990s [Bürglen et al., 1996; Lefebvre et al., 1995; 

McAndrew et al., 1997]. Clinical trials started more than a decade 

later, and nusinersen was approved almost 20 years later [Chiriboga 

et al., 2016; Finkel Richard et al., 2017]. New therapeutic modalities 

require much optimization, years of hard work, collaboration, and 

competition, until ultimately a new hope is born. The promise now 

is that subsequent development of ASO therapeutics will go much 

faster because we have the nusinersen roadmap to follow.

9.6 Alternatives to Nusinersen in the Treatment of SMA

Nusinersen is no longer the only approved treatment for SMA. Two 

new therapies, risdiplam and onasonogene abeparvovec, are now 

also used to treat this awful disease [Moultrie et al., 2025]. Risdiplam 

works via a mechanism similar to nusinersen, enhancing the inclu-

sion of SMN2 exon seven [Naryshkin et al., 2014]. Unlike nusinersen, 

risdiplam is a small-molecule drug [Ratni et al., 2021]. It is not made 

from nucleotides, and it is not “informational”. As we discussed 

above, it seems unlikely that a small molecule that targets the splic-

ing machinery would incur an effect on SMN2 splicing without 

effecting thousands of other genes unless the sequence of the mRNA 

could somehow be incorporated into the drug targeting. How do you 
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design a small-molecule drug to target a specific  mRNA sequence?

The short answer is you don’t. You design an assay (something you

can easily test) that reports on SMN2  splicing, and then you screen

that assay through libraries of millions of compounds in a highly

parallel fashion, as described in the preceding chapter. That’s exactly

the strategy that researchers at PTC Therapeutics, Hoffman-LaRoche,

and Harvard University used to identify hits and develop a lead that

would eventually become the drug  Risdiplam [Naryshkin  et al., 2014;

Ratni  et al., 2018; Ratni  et al., 2016].  Using  the same  mini-gene

system that was used  by several labs  to assess ASO efficacy, these

scientists screened for a molecule that would enhance SMN2  exon

inclusion without altering the  splicing of other target mRNAs. They

eventually found a strong lead. After structure-activity relationship

and ADME optimization,  risdiplam went into clinical trials in 2016,

and was approved for treatment of SMA in August of 2020 [Masson

et al., 2022; Mercuri  et al., 2022; Oskoui  et al., 2023].

  Risdiplam  is  thought  to  work  by  stabilizing  the  interaction

between SMN2  mRNA  and a  noncoding RNA known as  U1  (see

Figure  9.7) [Ratni  et al., 2021]. The role of U1 in cells is to recognize

the 5′  splice site of exons. In SMN2, the 5′  splice site of  exon seven

is weak, meaning it is inefficiently used. In the presence of  risdiplam,

the complex is stabilized, leading to increased  exon 7 retention. The

drug gains its specificity by recognizing the unstable pairing between

U1 RNA and the SMN2 pre-mRNA. This finding  shows that RNA

splicing may be more druggable than initially thought, and given a

powerful enough screening system, small-molecule drugs that target

RNA  sequences  can  be  identified.  From  a  patient’s  perspective,
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Fig.  9.7.  Recognition of introns by RNA-binding protein complexes. In the first phase
of  splicing, the 5′  exon-intron boundary (splice site) is recognized by the U1 small
nuclear ribonucleoprotein complex (U1 snRNP). The branch site, which contains the
nucleophile for the first step of  splicing, is recognized by a protein called SF1. The 3′
splice site and a pyrimidine-rich sequence upstream are recognized by the complex of
U2AF1 and U2AF2.  Risdiplam is thought to work by stabilizing the interaction between 
the U1 snRNP and the weak 5′  splice site consensus for  exon 7/intron 7 in the SMN2
gene. The structure is rendered from coordinates 4PJO [Kondo et al., 2015].

risdiplam comes in the form of a pill. No injections into the spinal

column are necessary. The drug passes through the digestive system,

makes it into the blood stream, and crosses the blood-brain barrier

to modify SMN2  splicing. This is much easier for patients than deal-

ing with the complexities of clinic visits for intrathecal injection. In

addition, a recent study shows that  risdiplam and  nusinersen have
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similar clinical outcomes [Ashrafi  et al., 2024], so clinical choices

may be driven by patient preference and compliance.

  The final FDA-approved  therapeutic used to treat SMA is some-

thing else completely. Onasemnogene abeparvovec does not work

by modifying the  splicing of SMN2 [Mendell  et al., 2017]. Instead,

it is a  gene therapy that seeks to restore a functional SMN1 gene to

lower motor neurons [Rao  et al., 2018]. The therapy doesn’t edit the

DNA in our  genome. Instead, it uses a virus to deliver a  transgene

specifically  to  lower motor neurons  (see  Figure  9.8). The virus,

known as the adeno-associated virus, has been modified so that it

no longer produces viral proteins and is incapable of self-replication.

Instead, the  viral capsid contains the SMN1 gene  and sequences

necessary for it to be expressed in the target cell. The viral capsid

has been selected to enter only the desired target cells [Meyer  et al.,

2015]. Essentially, the virus capsid is engineered and selected in a

lab to have tropism for a certain cell type. The virus is injected into

a vein and circulates throughout the blood stream. When it encoun-

ters a cell type that it can recognize, through interactions between

the capsid and cell surface receptors on the target cell, the virus is

internalized by  endocytosis. Upon escape from cytoplasmic vesicles

called  endosomes, the virus  is transported  into  the  nucleus, the

capsid falls apart, and the DNA held within is released. This DNA

can  be  recognized  by  our  cellular machinery  and  is  transcribed

directly. Also, at a very low level, the DNA is sometimes integrated

into the  genome.

  Onasemnogene abeparvovec was approved in May of 2019 only

for SMA patients below two years of age for patients with fewer than
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Fig. 9.8.  Structure of an adeno-associated virus (AAV) capsid. The top image shows 
an intact capsid, with two symmetry-related pentons colored in gray and black. The 
second image is the same capsid with the two pentons removed, affording a view inside. 
The images are from coordinates 1LP3 [Xie, et al., 2002].
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three copies of the SMN2 gene [Hoy, 2019]. Onasemnogene abep-

arvovec is unique in that a single dose has provided symptomatic 

improvement over an extended evaluation period [Mendell et al., 

2021]. Concerns about liver toxicity and high cost have emerged, 

but the outcomes have been remarkable [Chand et al., 2021; Ogbon-

mide et al., 2023]. Time will tell if patients administered this drug 

will require additional doses over their lifetime to maintain the 

therapeutic benefit.

9.7  Evidence of Programmability — the Amazing Story  

of Milasen

The true promise of informational drugs like nusinersen (and viral 

vector-based drugs like onasemnogen abeparvovec) is that the 

research and development that went into making it safe and effective 

for use in treating SMA will transfer to other therapeutics that target 

similar tissues. In other words, having established a modification 

pattern that enhances bioavailability and stability in the spinal cord 

and brain, we should be able to simply change the sequence of the 

drug to target other diseases that occur in these tissues. The pro-

grammability of informational drugs should allow for much faster, 

new therapeutic development compared to small-molecule drugs 

and protein biologicals. To highlight the impact of this promise, I will 

describe the incredible story of milasen, an FDA-approved ASO to 

treat an extremely rare disease [Cross, 2019].

Mila Makovec was diagnosed with the ultra-rare Batten  

disease at the age of six. Batten disease, like SMA, is a progressive 
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neurodegenerative disorder that is typified by progressive blindness,

seizures, mental decline, and weakness [Mole and Cotman, 2015;

Radke  et al., 2015]. Unlike SMA, Batten is caused by a homozygous

recessive  mutation in a  family  of genes  called CLN, for neuronal

ceroid lipofuscinosis, the technical name for  Batten disease. Upon

diagnosis, Mila’s care team used standard clinical genetic approaches

to show that she had a  mutation in one copy of her CLN7 gene from

her father’s side of the family, but they were unable to find the  muta-

tion  in  the  other  copy  [Cross,  2019].  Upon  learning  of  Mila’s

condition  and  the  mystery  of  the  mutation  causing  her  illness,

physician-scientist Timothy Yu at Boston Children’s Hospital offered

to use whole  genome sequencing to sequence the entire  genome of

Mila,  her  parents,  and  her  unaffected  brother.  Whole  genome

sequencing using patient DNA is possible thanks to  next-generation

sequencing technology, an imaging-based approach to DNA sequenc-

ing that enables highly parallel and robust sequencing of short DNA

fragments [Pareek  et al., 2011]. The cost is much less than traditional

sequencing.  With  this  technology,  the  human  genome  can  be

sequenced for less than $1,000 USD [Preston  et al., 2021]. By con-

trast, the first human  genome sequence released in 2003 cost over

$3 billion USD [Venter  et al., 2001].

  What Dr.  Yu’s lab discovered  is that both Mila and  her mother

had a large insertion in  intron six of the CLN7 gene (see  Figure  9.9).

This insertion was caused by a  retrotransposon called  SVA (Sine-

VNTA-alu) that had “jumped” into the CLN7 gene at some point in

Mila’s maternal lineage [Kim  et al., 2019]. This insertion activated a

cryptic  splice site  hidden  within  intron  six,  leading  to  aberrant
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Fig. 9.9.  The mutation found in the CLN7 gene from Mila’s maternal lineage. A large 
transposon from the SINE-VNTR-Alu family inserted into the intron between exon 6 
and exon 7. This disrupts the normal splicing of CLN7, leading to a truncated mRNA. 
CLN7 has 13 exons; only exons 5–7 are shown for convenience. Identifying transposon 
insertions is challenging due to the repetitive nature of their sequence.

splicing of the CLN7  mRNA and the production of a non-functional

protein. For Mila’s mother, this insertion causes no problem, because

she has a normal copy of the CLN-7 gene,  i.e., she is heterozygous

for the  mutation. Unfortunately for Mila, her father was also a carrier

of  a  traditional  mutation  in  CLN7,  and  she  inherited  both  bad

copies, one from each parent.

  This discovery was made just months after  nusinersen received

approval for treatment of  SMA [Aartsma-Rus,  2017].  Dr. Yu  and

members of his laboratory wondered if they could design an ASO

that blocked the cryptic splice site in Mila’s novel insertion, enhanc-

ing  normal  splicing  and leading to increased production of more

CLN7 protein. They screened through several variants and found

one, which  they named  milasen, that seemed to work the  best in

cultured cells [Kim  et al., 2019]. Milasen has the  same chemical

modification pattern as  nusinersen, including 2′  MOE groups and

PS backbone linkages, but the sequence is different [Hua  et al., 2007].
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  Unfortunately, around the same time, Mila’s condition worsened,

and it became apparent that without some intervention she would

not survive much longer. Dr. Yu’s lab contracted with a drug manu-

facturing firm to produce a very small batch of  milasen suitable for

use in patients. They were also able to negotiate with the FDA to

receive emergency investigational drug approval to use the  milasen

in Mila (and Mila only!), provided they could demonstrate safety in

rats. After the rat study showed no adverse events in the first month,

Mila received approval to have her first injection. The time between

first contact with the patient and the first injections of this ASO was

about ten months, much shorter than is typical for a new drug. In

fact,  milasen is the  first example  of a  personalized medicine  —  a

drug tailored to a single patient. Milasen will not work for other

patients with  Batten disease. The ASO only targets the unique and

unusual  mutation  found  in  Mila’s  CLN7  gene.  Mila’s  disease  is

referred to as an  “N=1”  disease, meaning she  is  the  only  patient

known that has this disease because of her unique  mutation [Müller

et   al., 2021]. A drug company would  be insane to spend decades

developing a novel  therapeutic for such patients, and in Mila’s case,

it would have been too late to help. The median lifespan for Batten

patients is just 13 years!

  But did it work? According to reports, Mila experienced a signif-

icant  reduction  in  the  number  and  duration  of  the seizures  she

experienced [Kim  et al., 2019]. She was also able to feed normally

more often after the treatments than before, when she had to feed

through a gastronomy  tube. But the treatments did not slow  the

progressive loss of brain tissue as observed by magnetic resonance
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imaging, nor did they improve several other metrics of functional 

and cognitive ability. Sadly, Mila died in 2021 from her disease. While 

the drug did help, it did not do enough to slow or halt the progres-

sion of the disease. It’s impossible to know exactly why, but likely 

reasons include the fact that Batten affects more types of brain cells 

than SMA [Mole and Cotman, 2015; Radke et al., 2015], and the 

ASOs may not target all cell types equally well. In addition, we know 

that nusinersen works best in patients treated at a young age. Perhaps 

if milasen existed and had been administered when Mila was first 

diagnosed, the drug might have done more to slow and halt the loss 

of neurons in her brain. We will never know.

Nevertheless, the story of milasen provides a clear example as to 

how novel, personalized, programmable antisense therapeutics could 

be developed by physician-scientists, working alongside patients and 

their families, with experimental informational drugs that would 

never make it off the drawing board in a traditional pharmaceutical 

company. I am deeply impressed by Mila’s family, Dr. Yu, and all 

involved in the development of milasen. Many things could have 

gone wrong, and the outcome was never guaranteed. Their willing-

ness to work outside of their comfort zone, coupled with the tireless 

pursuit of somehow helping a suffering child, deserves recognition. 

While Mila’s story has come to a sad end, her legacy lives on through 

the promise of additional personalized drugs for others suffering 

with ultra-rare N=1 diseases.
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RNAi Therapeutics

10.1 Is Gene Silencing a Good Thing?

As we learned in Chapter 7, the discovery that double-stranded RNA 

can trigger a potent gene silencing phenomenon was made in 1998 

by Andrew Fire and Craig Mello [Fire et al., 1998]. Together, they 

were working to develop a method to simplify the gene function 

studies in Caenorhabditis elegans. While they didn’t set out to trans-

form medicine with their discovery, they were aware of their discov-

ery’s implications, and both labs invested many years pursuing a 

deeper understanding of the mechanism of RNA interference (RNAi) 

[Grishok et al., 2000; Parrish et al., 2000; Sijen et al., 2001; Tabara 

et al., 1999]. Now, over 25 years later, there are several Food  

and Drug Administration (FDA)-approved RNAi drugs on market, 
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treating patients with a wide variety of diseases [Jadhav  et al., 2024;

Tang and Khvorova, 2024; Traber and Yu, 2023]. Dozens more are

in the late  stages of development. Like  antisense  oligonucleotide

therapeutics (ASOs),  RNAi drugs are  informational; they  can  be

programmed with different sequences to target different genes. Like

ASOs, the secret to success is in finding the right modification pattern

and delivery method to get the  RNAi  therapeutic into the target cell

[Zhang and Huang, 2022]. All  RNAi drugs work by the same mech-

anism.  RNAi drugs must interact with cellular proteins to be loaded

into the  RNA-induced silencing complex (RISC), and the resultant

RNA-guided protein complex destroys target  mRNA sequences that

pair with the guide [Roberts  et al., 2020].  RNAi drugs don’t alter the

splicing pattern or directly interfere with translation by the  ribosome,

like ASOs can. Instead, they work by slicing target mRNAs so that

they can’t serve as a substrate for protein synthesis.

  Without a clear understanding of RNA biology, disease mecha-

nism, and how RNA works in our cells, it can be hard to understand

why  RNAi therapeutics are so transformative. Why is silencing  a

gene a good thing? Don’t we need our genes to function normally?

If  RNAi drugs are like an off switch for our genes, how do we exploit

that to  treat disease? Why are those  genes there  if we  don’t  need

them? If it seems confusing, you are not alone! I’ll tell you a personal

story that illustrates this fact.

  In 2006, when the Nobel committee awarded Andrew Fire and

Craig Mello with the Prize for their discovery of  RNAi, the admin-

istration at the  University of Massachusetts Medical School  (now

called UMass Chan Medical School, Craig Mello’s home institution)

147

https://pezeshkibook.com



Part I I :  

hosted a celebratory dinner at the DCU Center in downtown Worces-

ter, Massachusetts. I had been on the faculty for just over a year but

was fortunate enough to be invited to attend this celebration. Guests

included local  and  state  politicians,  university  officials,  donors,

faculty, and their families. There were several presentations made

from a stage about  RNAi and its transformative potential.

  The final speaker was not listed on the program. Then Massachu-

setts Governor Deval Patrick and his wife made a surprise appearance.

He took to the stage to share his thoughts on the discovery, the Prize,

and the impact for Massachusetts and beyond. A renowned orator,

I was excited to hear Governor Patrick speak in person. After the

usual congratulatory remarks to Dr. Mello and his team, Governor

Patrick made a remarkable comment about  RNAi that has stuck with

me. He said (and I’m paraphrasing because my memory is not 100%

clear): “I  don’t  really  know  what  RNAi is or what it does, but if

I understand correctly,  RNAi silences genes, and a silent gene causes

no suffering.” It seemed like a killer line from an excellent speech

writer, and there was instant applause from most people in atten-

dance. But there was also a barely audible chorus of groans from the

scientists.  Ask  someone  with  beta-thalassemia,  spinal  muscular

atrophy, or  Batten disease how much suffering a silent gene can cause.

I don’t doubt  that Governor  Patrick’s intent was to highlight the

power  of the new technology, but in so doing, he unintentionally

highlighted the difficulty  we  as scientists have in communicating

the value and impact of our discoveries.

  It  is  my  goal  with  this  chapter  to explain  RNAi  therapeutics

to you in way that is clear and understandable. In so doing, I will
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provide examples of situations where silencing a gene is a good thing, 

and why it could be a bad thing in other situations. I will also describe 

the history of the first couple of RNAi drugs that were brought to 

market, providing real-world use cases for gene silencing technology. 

I will summarize the challenges and opportunities that remain in 

the field. I hope to impress upon you the importance of understand-

ing the disease mechanism. It is impossible to design informational 

therapeutics to treat a disease if we don’t understand what is hap-

pening at the molecular level in patients. Basic research into the 

molecular and genetic basis of disease is instrumental to applying 

gene silencing (or other advanced therapeutic technology) in the 

clinic.

10.2 RNAi from Bench to Bedside

In worms, triggering RNAi is easy and there are many ways to do it 

[Bargmann, 2001; Fraser et al., 2000; Gönczy et al., 2000]. In the 

first example, double-stranded RNA produced by in vitro transcrip-

tion is injected into an animal using a powerful microscope and a 

microinjector apparatus, which allows for precise positioning of 

incredibly fine needles — made from pulling borosilicate glass — 

into specific target tissues (see Figure 10.1) [Mello et al., 1991]. The 

easiest tissues to hit with this approach are the germline and the 

intestines. When inside, the RNA is processed by Dicer, loaded into 

Argonaute to form RISC, and silencing of the target gene begins 

[Preall and Sontheimer, 2005]. For germline-injected RNAi, the 

phenotype often manifests in the progeny of the injected worm, 
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because the RISC complexes are passed on to the next generation 

through the cytoplasm of the egg (oocyte) [Fire et al., 1998]. It was 

subsequently discovered that an entire population of worms could 

be treated with transcribed double-stranded RNA simply by soaking 

the worms in a solution containing the RNA [Maeda et al., 2001]. 

Fig. 10.1.  Microinjection system for C. elegans. The microscope is an inverted config-
uration with 20× and 40× differential interference contrast objectives. A nematode worm 
immobilized in halocarbon oil is placed on a glass coverslip and positioned on the stage 
over the objective. The stage sits on a grease-coated surface that converts normal motion 
in small motions. A borosilicate glass needle loaded with reagents is positioned using a 
micro-manipulator. The needle is pushed into the worm while observing through the 
objectives. The reagents are delivered using a burst of nitrogen gas.
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The RNA is “swallowed” by the worm and gets absorbed through

the  worm’s  intestine.  Once inside  the  cells,  processing  proceeds

normally,  RISC complexes are formed, and the silencing phenomenon

spreads throughout the worm.  RNAi can also be induced by feeding

bacteria that have been engineered to express double-stranded RNA

[Timmons  et al., 2001]. As the worms digest the bacteria, the RNA

is released and imported the same way as occurs during soaking.

  As  it  turns  out,  worms  have  evolved  mechanisms  to  import

double-stranded RNA species from the environment [Feinberg and

Hunter, 2003; Winston  et al., 2002]. They have also evolved mecha-

nisms to amplify and spread the gene silencing phenomenon once it

has been triggered [Tijsterman  et al., 2004]. We humans lack both

mechanisms. When we digest double-stranded RNA, it is destroyed

by  enzymes  and  acids  in  our  digestive  system.  What  remains is

absorbed by our intestinal cells in the form of digested nucleotides.

We also lack the genes necessary to amplify the  RNAi-induced silenc-

ing response or pass it on to the next generation. We have different

mechanisms for signaling the presence of a potentially harmful dou-

ble-stranded RNA to neighboring cells [Fitzgerald and Kagan, 2020].

  As such, the primary challenges for turning  RNAi into a drug are

the same as for any other drug. Specifically, deciding which gene to

target, figuring out how to deliver the drug into the right cells, pro-

tecting the drug from enzymes that will destroy it, making sure it

doesn’t trigger our immune system, and ensuring that it doesn’t elicit

toxic side effects. If that sounds like a lot, that’s because it is! It took

almost two decades of work to bring the first  RNAi drug to market

[Adams  et al., 2018; Heras-Palou, 2019; Ledford, 2018]. The difficulties
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are like those experienced in ASO drug development, but the solu-

tions are different. The modifications that helped target nusinersen 

to the right cells and cross endosomal membranes won’t work with 

RNAi if they prevent loading into a RISC complex or block the 

mechanism of silencing. Solving these issues has been the goal of 

several academic labs and every major biotechnology interested in 

RNAi as a therapeutic modality.

10.3 RNAi Mechanism, Revisited

We briefly touched on the mechanism of RNAi gene silencing in 

Chapter 7. To consider the challenges of making RNAi drugs, it’s 

worth discussing how RNAi works in more detail. Let’s consider the 

example of a cell that becomes infected by the positive (+)-strand 

RNA virus that causes West Nile fever. A similar example could be 

drawn for many RNA viruses, but I will focus on West Nile Virus 

(WNV) for the sake of simplicity (see Figure 10.2). This genome of 

this virus is a single-stranded RNA. The viral genome is defined as 

being (+)-stranded. It is so named because in the cytoplasm the viral 

genome can engage directly with ribosomes to direct the synthesis 

of viral proteins. As such, the virus genome is more like an mRNA 

than it is like the DNA in our genomes, although it is functionally 

equivalent to both. The translation of viral genomic RNA produces 

proteins that the virus needs to replicate. These enzymes include 

virus-specific polymerases, proteins that help the virus enter host 

cells, and proteins that provide the structural shell that surrounds 

the virus genome [Brinton, 2013]. All viruses have a protein shell 
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called a capsid that encapsulates the genomic material. Some viruses, 

including WNV, also have a membrane that surrounds the protein 

shell called an envelope. The envelope contains proteins that help 

the virus fuse with their host cells.

Fig. 10.2.  Life cycle of the West Nile Virus. After the virus enters the cell, genomic 
RNA enters the cytoplasm during the uncoating step. The viral RNA is positive-stranded 
and can be used like an mRNA to make viral proteins., including a replicase that produces 
a minus strand and several copies of the positive strand. The double-stranded RNA 
intermediate produced during minus strand synthesis can be targeted by Dicer. The virus 
image was rendered from coordinates 7KVA [Hardy et al., 2021].
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The genomic RNA also acts as a template for viral RNA replication. 

The viral replicase is an RNA-dependent RNA polymerase [Brinton, 

2002]. This protein binds to the 3′-end of the (+) strand RNA genome 

and directs the synthesis of an RNA complement, producing a 

double-stranded intermediate. The polymerase then uses the recently 

synthesized (–) strand as a template to produce multiple copies of 

the positive strand, amplifying the concentration of viral genomic 

RNA that can be used to make more viral proteins and ultimately to 

be packaged inside new virus particles (called virions) to help the 

infection spread to new host cells.

When a patient is bitten by a mosquito that carries WNV, virions 

are transmitted through the mosquito’s proboscis directly into the 

patient’s blood stream where they are circulated throughout the body. 

The viral envelope contains a protein called E that binds to cell 

surface receptors on several types of brain cells [Mukhopadhyay 

et al., 2005]. When the virus adheres to the surface of those cells via 

the interaction between the receptor and the E protein, the virus 

enters the cell through receptor-mediated endocytosis. Once inside, 

the virus stays inside the vesicles until they fuse with endosomes, 

where the low pH environment causes the protein shell to disassem-

ble and facilitates fusion of the viral envelope with the endosome 

membrane, releasing the viral RNA genome into the cytoplasm. 

This RNA genome engages with the ribosome to produce viral pro-

teins including the viral RNA-dependent RNA polymerase. Once 

present, this enzyme synthesizes the (–) strand of the genome, cre-

ating a double-stranded RNA intermediate.
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This double-stranded RNA intermediate is sensed as something 

foreign and potentially dangerous by the cell. If an enzyme called 

Dicer (DCR1) binds to the double-stranded RNA intermediate, it will 

cleave that RNA into multiple short duplex fragments with two base 

pair overhangs, preventing further replication of the viral RNA, help-

ing to fight off the infection [Aliyari and Ding, 2009]. But this is only 

the beginning. Next, the short double-stranded product of Dicer 

cleavage associates with the cellular enzymes Dicer, Argonaute 2 

(Ago2), and TRBP to form the RISC loading complex [Chendrimada 

et al., 2005; MacRae et al., 2008; Nakanishi, 2016]. Together, these 

proteins select one of the two strands of the short duplex to remain 

bound to Ago2 to form functional RISC. The other strand, often 

referred to as the passenger strand, is either cleaved or dissociates in 

an unwinding process [Gregory et al., 2005; Matranga et al., 2005; 

Rand et al., 2005]. The decision of which strand stays is not arbitrary. 

Either strand could theoretically be incorporated into RISC, and with 

all else being equal, we would expect a 50:50 split between both 

strands. But this is not the case. The ratio is skewed by the sequence 

found within both strands [Reynolds et al., 2004; Schwarz et al., 2003]. 

In short, the strand that the less stable pairing at the 5′ end correlates 

with the identity of the most efficiently loaded into RISC. The 5′ strand 

of the helix that breathes open is more likely to be captured by Ago2.

Why does strand selection matter? In the case of WNV infection, 

some RISC complexes will be made from the (+) strand, and others 

from the (–) strand. RISC complexes made from the (–) strand RNA 

will target the (+) strand RNA genome while RISC complexes made 

155

https://pezeshkibo
ok.com



Part I I :  

 

 

 

from the (+) strand RNA will target the (–) strand copy, also known 

as the antigenome. Targeting both helps the cell to fight off the virus 

at multiple points in its replication cycle. But, if we want to use  RNAi 

to make a drug that targets a cellular  mRNA instead of a virus, only

antisense  (–)  RISC  complexes are useful. Sense  (+)  strand  RISC 

complexes will do nothing, or worse, they’ll pair with unintended 

target mRNAs, leading to “off-target” cleavage events that could cause 

detrimental side effects [Svoboda, 2007].

   Once a  RISC complex is made, it rapidly scans through the RNAs

in  the  cytoplasm  (both  host  and  viral)  through  complementary

pairing to a short region of the  guide RNA (see  Figure  7.7) [Chan-

dradoss  et al.,  2015;  Salomon  et al.,  2015;  Wee  et al.,  2012].  This

“seed” sequence is position two through position eight. If  RISC finds

an  imperfect match to the  seed sequence,  it rapidly releases  and

moves on to the next RNA. If the pairing is strong, then the protein

and RNA in  RISC undergo a  conformational change to see if the

remainder of the RNA sequence is also a perfect match [Chandradoss

et al., 2015; Salomon  et al., 2015; Schirle and MacRae, 2012; Schirle

et al., 2014].  If it is, Ago2 becomes an  enzyme, cleaving the RNA

https://pezeshkibook.com  distance from the  5′  end of the guide

  [Zamore  et al.,  2000].  This  cleavage  event  leads  to  rapid  RNA

decay through the activity of   host  cell  exonucleases.  The  target

  RNA   is  rapidly  destroyed,   RISC  is  released  from  the  cleavage

products,  and  it  is  free  to  go  find  a  new  target.  If  the  remaining

  sequence is  not a perfect pairing,  RISC will  eventually release the

mRNA and hunt for a new target, but the release is slower than if a

mismatch occurred in the seed region.
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In summary, once triggered, several steps that require host pro-

teins must be navigated before silencing can begin. Dicer must cleave 

the double-stranded RNA trigger. RISC loading complex must select 

one strand of the Dicer product to load into Ago2. Ago2 must scan 

through cellular RNAs looking for a target (in our example, viral 

RNA). Once it finds a target, it must undergo a structural change to 

cleave (and thus silence) that target. We will explore these and other 

considerations when designing an RNAi drug in the next section.

10.4 Design Considerations for RNAi Therapeutics

Our goal as drug designers is to hack the RNAi pathway so we can 

use the silencing response to target disease-causing mRNAs. Once 

a disease target is selected, our first decision in designing a new 

drug is to figure out how to trigger the response. We know that long 

double-stranded RNA sequences can elicit a strong silencing 

response, but as we just discussed, the processing and loading 

pathway will generate multiple types of RISC with different guide 

RNAs from different parts of the duplex, each of which could induce 

harmful off-target mRNA cleavage or side effects. It’s also true the 

double-stranded RNA molecules in the cytoplasm activate multiple 

pathways that signal danger, possibly causing unintended conse-

quences for patients that are already sick [Svoboda, 2007]. Finally, 

it’s not entirely clear how we would transport long double-stranded 

RNAs into cells. Some viruses can do it by encapsulating their RNA 

genomes into a capsid and an envelope, but that’s not necessarily 

easy to do with a therapeutic [Wolf et al., 2018]. C. elegans 
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researchers can simply soak the RNA into animals, but this only 

works because the worms have a protein on their cellular surfaces 

that specifically imports double-stranded RNA into the cellular 

cytoplasm [Feinberg and Hunter, 2003; Maeda et al., 2001; Winston 

et al., 2002]. Humans, and in fact most species, don’t have this 

protein. Delivery of a large biomolecule like a long double-stranded 

RNA is a challenging task, not insurmountable, but also not neces-

sary for RNAi gene silencing.

Instead, RNAi drug designers design short duplex RNAs that 

mimic the products of Dicer cleavage (siRNA, see Figure 10.3) [Tang 

and Khvorova, 2024]. These RNA molecules are small enough to be 

chemically synthesized, which means we don’t have to use enzymes 

to make the RNA by in vitro transcription. We can introduce a vari-

ety of chemical modifications into the RNA backbone that wouldn’t 

be possible with transcription. These chemical modifications can 

improve cell targeting, drug stability and pharmacodynamics, 

Fig. 10.3.  Three different views of siRNA duplexes. The images were rendered from 
coordinates 2f8S [Yuan et al., 2006].
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immune evasion, and cell bioavailability [Jadhav et al., 2024]. And 

perhaps most importantly, Dicer products can be engineered to allow 

for efficient sorting of the strands upon loading into Ago2 [Reynolds 

et al., 2004; Schwarz et al., 2003]. For RISC to silence an mRNA, the 

guide must be antisense. Only one of the strands will work. Rather 

than many, a single type of RISC is produced, with one guide, 

targeting one position in the mRNA. This minimizes the risk of 

off-target cleavage.

Now that we’ve chosen to design a Dicer product, the next goal 

is to figure out how to target the drug to the correct gene. This 

means designing a perfect (or near-perfect) complementary sequence 

to some disease-causing gene. This should be straightforward, but 

there are considerations. Most importantly, the sequence should be 

unique to the intended gene. We know the sequence of the human 

genome, so we can easily scan with computational tools to identify 

sequences that are close matches to our drug guide RNA. If close 

matches exist in other genes, they could be targeted too [Svoboda, 

2007]! Next, we want to target a region of the mRNA that is avail-

able for pairing. It doesn’t make sense to target introns, as they are 

spliced out before the mRNA hits the cytoplasm. It’s also suboptimal 

to target the coding sequence, as efficiently translated genes will 

have ribosomes that transit along the mRNA decoding the protein. 

These ribosomes can interfere with RISC binding [Gu et al., 2009; 

Sapkota et al., 2023]. As such, RNAi drugs are typically targeted to 

the 3′ untranslated region of an mRNA, downstream of the stop 

codon, but upstream of the polyA tail [Tang and Khvorova, 2024]. 
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This way,  mRNA accessibility is maximized, but at the expense of

reduced targeting options.

  The next order of business is to somehow protect the drug from

being destroyed by cellular ribonucleases. As with ASOs, it is nec-

essary to modify the sugar and the phosphate groups of the nucle-

otides to prevent digestion by cellular enzymes [Jadhav  et al., 2024].

But unlike ASOs, we must make sure that the modifications don’t

interfere with loading, strand selection, or the various functions of

RISC including the conformational change that precedes cleavage

of the target  mRNA. These are surmountable problems, but it takes

research,  empirical observations made  in  cells  and animals,  and

several rounds of optimization before a solution is reached. Chem-

ical  modifications  also  impact  cellular  targeting.  Recall  that  the

difference between 2′-OME substitutions and 2′-MOE substitutions

had a  major impact on the  efficacy of  nusinersen ASO activity in

animals  [Hua  et al., 2008; Williams  et al., 2009]. As  with ASOs,

once we have arrived at a solution for a specific tissue type, we can

transfer the solution over to other sequences that target other genes

[Jadhav  et al., 2024; Tang and Khvorova, 2024]. But first we must

invest in finding that solution for each type of cell, each tissue, and

each organ that we’d like to target. To highlight the challenges and

successes in this space, the next few sections will outline the dif-

ferent strategies that were used for the first few  RNAi therapeutics

on the market. These case studies show how improving technology

through better chemistry enhances the utility of these drugs, taking

us  one step closer  to actualizing the promise of “informational”

drugs in modern medicine.
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10.5 Patisiran, the First RNAi Drug

Patisiran was approved by the FDA in 2018 to treat hereditary trans-

thyretin-mediated amyloidosis (hATTR). This disease is caused by 

mutations in the TTR gene, which encodes a protein known as 

transthyretin (see Figure 10.4) [Suhr et al., 2017; Van Allen et al., 

1969]. The main role of transthyretin is to transport two substances 

throughout the body. The first is a thyroid hormone known as thy-

roxine, and the second is retinol, better known as vitamin A [Liz 

et al., 2020]. TTR does not code an essential gene. It turns out our 

Fig.  10.4.   Structure of a disease-causing mutant of the human transthyretin protein
(TTR). This protein normally transports thyroxine and retinoic acid throughout the
body. The mutation valine 30 to methionine (a  missense  mutation) causes a destabili-
zation of the protein structure, which promotes the formation of an alternative aggregated
conformation called an amyloid. The amyloid model shown here is not TTR, but it is
thought to form a similar structure. The TTR image is rendered from coordinates 3KGS,
and the amyloid structure is rendered from coordinates 8ENQ [Bu et al., 2024; Trivella
et al., 2010].
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body has redundant genes that can compensate for the loss of TTR

[Liz  et al., 2020; Palha  et al., 1997]. We have evolved multiple genes

to ensure that thyroxine and retinol get to their necessary destina-

tions. However, certain  mutations in TTR cause  it to misfold and

aggregate, forming a specific type of toxic fibril in the brain known

as  an  amyloid  [Liz  et   al.,  2020;  Suhr  et   al.,  2017].  Unlike  beta-

thalassemia,  spinal muscular atrophy, and  Batten disease,  it only

takes one bad copy of the TTR gene to  cause the disease [Planté-

Bordeneuve and Said, 2011]. This is called an autosomal dominant

inheritance pattern. While disease-causing mutations are rare, you

only need to inherit one bad copy from your mother or father to be

afflicted. Patients with hATTR experience many symptoms impact-

ing numerous organs, including  neuropathy, weakness, cardiomy-

opathy, gastrointestinal issues, and many others [Liz  et al., 2020].

The  disease  is  progressive,  and  symptoms  get  worse  with  age.

Advanced complications include heart failure, profound fatigue, and

kidney failure. The non-specificity of the symptoms makes diagno-

sis a real challenge. This disease gives us an example where silencing

a gene would be very helpful. We don’t need TTR to be healthy. But

specific mutations of TTR cause severe disease.

  Researchers at the biotechnology company Alnylam set out to

develop an  RNAi drug that targets TTR  mRNA directly in hopes that

it would help patients suffering with this rare disease [Adams  et al.,

2018]. They were able to rapidly design an  RNAi drug that worked

in cells, but they key to advancement was solving stability and deliv-

ery in patients (see  Figure  10.5). To enhance stability, a pattern of

11  2′-O-methyl (2′-OME) substitutions were incorporated into the
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Fig.  10.5.   Backbone modification in the siRNA drug Patisiran used to treat hATTR 
amyloidosis. The open circles represent ribonucleotides, while the light gray circles
represent DNA nucleotides. The backbone also contains 11 2′-O-methyl nucleotides,
where the ribose is modified with an extra methyl group at the 2′  position. This modi-
fication renders the molecule resistant to decay and helps the drug evade innate immune
receptors that detect double-stranded RNA.

backbone  [Adams  et al., 2018; Coelho  et al., 2013;  Jadhav  et al.,

2024]. It was found that these substitutions enhanced the half-life

of the drug without strongly reducing its efficacy. To say it another

way, it was not possible to modify every position and maintain suc-

cessful loading and targeting by  RISC. The pattern of 11 substitutions

was found to be the best compromise.

  https://pezeshkibook.com  to  be  another  matter  entirely.  To

deliver patisiran to target cells, Alnylam turned to lipid nanoparticles

(LNPs)

[Akinc  et al., 2009; Jayaraman  et al., 2012; Love  et al., 2010; Semple

et al., 2010]. LNPs contain a mixture of 1) ionizable lipids that can

form a coating on RNA molecules at acidic pH, 2) phospholipids to

help maintain a stable barrier around the RNA, 3) cholesterol, which

helps maintain the integrity of the particle, and 4) surface modifica-

tions that help prevent aggregation (see  Figure  10.6). The  RNAi drug
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Fig.  10.6.   Composition of lipid nanoparticles used to deliver nucleic acid reagents into 
cells. The nanoparticles contain phospholipids found in cell membranes, PEGylated 
lipids, and ionizable lipids that change charge state depending upon their local environ-
ment. Cholesterol stiffens the lipid particle structure. The siRNA and lipids are not drawn 
to scale. RNA is much larger, and lipids much smaller, than what is shown in this sim-
plified rendering.

is synthesized then coated with these molecules during drug man-

ufacturing. When the particles enter the blood stream, they protect

the RNA from destructive enzymes and promote circulation through-

out the body. LNPs tend to accumulate in the liver due to the specific

properties of cell surfaces in that tissue [Akinc  et al., 2009]. This is

a useful outcome  for hATTR treatment because the liver is where

most of the body’s TTR protein is made. Once the  LNP reaches the

surface of liver cells, it enters through an  endocytosis process [Jad-

hav  et al., 2024]. Upon fusion with endosomes and acidification, the

charge structure  of the  LNP changes, it falls apart, and the  RNAi

drug escapes into the  cytoplasm to engage with the  RISC loading

complex. The utility of LNPs to deliver information drugs is mitigated

by their side effects, including inflammatory responses and injection

site reactions [Tao  et al., 2011]. They also accumulate into a limited
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number of tissues. LNPs work well for patisiran, but wouldn’t help

patients with diseases of the muscle, or heart, or brain.

  Patisiran has been a huge clinical and commercial success. Clin-

ical trials showed reduction of up to 90% circulating TTR, reduced

amyloidosis, and broad-spectrum symptom improvement, including

reduced cardiac  symptoms [Adams  et al., 2018]. The  medication

appears to be well tolerated over a five-year period, with manageable

side-effects [Adams  et   al.,  2025].  The  medication  must be  taken

under close supervision of a physician in a clinical environment due

to both the route of administration (intravenous infusion) and the

frequency of infusion site  reactions (approximately 20%). Despite

these complications,  Patisiran has been a major commercial success

for  Alnylam,  generating $558 million in  sales in 2022  and  $355

million in 2023 [Lindenboom and Brodsky, 2023; Lindenboom and

Brodsky, 2024].

  In 2022, a new drug targeting the TTR gene was approved by the

FDA.  This  drug,  named  vutrisiran,  also  developed  by  Alnylam,

includes several advancements relative to patisiran that make it a

more effective drug in the clinic [Jadhav  et al., 2024; Keam, 2022].

The most important advancement is that  vutrisiran can be dosed by

subcutaneous injection as opposed to intravenous infusion [Adams

et al.,  2023; Fontana  et al.,  2025].  This is a  much faster  form of

administration that is usually well tolerated by patients compared

to intravenous infusion.  Vutrisiran is dosed once every three months,

as opposed to three weeks for patisiran [Adams  et al., 2023]. It has

a longer half-life thanks to additional chemical modifications to the

drug’s nucleotides and reformulated  LNP coat.  Vutrisiran contains
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  Fig.  10.7.  Chemical structure of the triantennary  GalNac targeting moiety added to
siRNA drugs to promote efficient uptake by the liver.

six phosphorothioate backbone modifications, 32 2′-OME modifi-

cations, and nine 2′-fluoro sugar modifications [Jadhav  et al., 2024].

In addition, a complex triantennary N-acetylgalactosamine (GalNac)

structure  is  appended  to  the  3′  end  of  the  guide  strand  (see

Figure  10.7) [Nair  et al., 2014]. The sugar and backbone modifica-

tions help to reduce the  immune response to the medication and

protect it from nucleases. The  GalNac structure assists with inter-

nalization into liver cells by  receptor-mediated  endocytosis. This is

a major advance, as it demonstrated that direct chemical modification

of the  RNAi drug with a targeting moiety could lead to enhanced

uptake, increasing bioavailability [Nair  et al., 2014]. In 2022, the

net sales  revenue  of  Vutrisiran was $96 million, and in 2023 that

increased to $558 million. It is likely that  vutrisiran will continue

to gain market share in the treatment of hATTR in future years.

10.6  Other FDA-Approved  RNAi Drugs

https://pezeshkibook.com four other  RNAi drugs were FDA-

approved and currently  on market.  These drugs are called  

givosiran (approved
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2019),  lumasiran (approved 2020),  inclisiran (approved 2021), and

nedosiran (approved 2023) [Jadhav  et al., 2024; Traber and Yu, 2023].

Givosiran treats acute hepatic porphyria, a disease of the liver caused

by toxic accumulation of hemes, structures that our body synthesizes

to  assist with  oxygen  transport [Phillips,  2019].  Lumasiran  and

nedosiran treat primary  hyperoxaluria type 1,  a  rare disease  that

causes overproduction of oxalate leading to frequent kidney stone

formation and kidney damage [Cochat and Rumsby, 2013]. Inclisiran

treats  hyperlipidemia in patients that have cardiac complications or

in patients with a familial form of the disease [Cesaro  et al., 2022].

Givosiran and  lumasiran were developed by Alnylam,  inclisiran was

developed by Novartis in collaboration with Alnylam, and  nedosiran

was developed by Dicerna. All four drugs make use of the ternary

GalNac targeting moiety that enables efficient uptake by the liver

[Nair  et al., 2014]. This is the power of  informational drugs. Once

the solution to the problem of liver delivery was solved, developing

new  therapeutics  became  a  simple  task  of  finding  new  disease-

causing mutations that can be targeted by  RNAi gene silencing.

  Patients with acute hepatic porphyria have one of a few autosomal

dominant mutations that lead to accumulation of toxic heme bio-

synthesis intermediates.  Givosiran targets the gene ALAS1 which

encodes a liver  enzyme that controls the slowest step in heme bio-

synthesis (see  Figure  10.8) [Balwani  et al., 2020; Sardh  et al., 2019].

Reduction of ALAS1 reduces heme accumulation caused by all the

different gene mutations. In other words, the drug does not work by

targeting the  mRNA from the disease-causing genes directly. Instead,

it targets a normally functioning gene in the same pathway that works
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Fig.  10.8.  Metabolic pathway targeted by  Givosiran. Mutations in heme biosynthesis
enzymes lead to toxic intermediates. Inhibiting ALAS1 prevents their accumulation.

on the chemical products produced by the mutated genes. By target-

ing  the  endpoint  in a  biosynthetic pathway,  givosiran can reduce

work  for  a larger number  of  patients, each of which may  have a

different  mutation.

  Patients with primary  hyperoxaluria type 1 have an autosomal

recessive  mutation in a gene called AGXT, a liver  enzyme that con-

verts glyoxylate to glycine, an amino acid [Purdue  et al., 1990]. In

the absence of AGXT function, oxalate levels accumulate, damaging

the kidneys [Oppici  et al., 2015]. Lumasiran treats this disease by

targeting the  mRNA encoding a liver  enzyme named HAO1, the gene

that converts glyoxylate to oxalate [Frishberg  et al., 2021; Garrelfs

et al., 2021]. By reducing HAO1 through  RNAi,  lumasiran prevents

this conversion process. Glyoxylate accumulation has no impact on
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patient health.  Nedosiran works by a similar mechanism, targeting

LDHA instead of HAO1 [Lai  et al., 2018]. LDHA encodes lactate

dehydrogenase A, an  enzyme that is also needed for conversion of

glyoxylate to the toxic oxalate metabolite. Same mechanism, differ-

ent target  mRNA. With both, an  RNAi drug is treating an autosomal

recessive disease caused by two bad copies of the AGXT gene. They

work not by directly targeting the gene itself (which would do noth-

ing),  but by  targeting  an  enzyme  upstream  in  the  pathway  that

becomes dangerous due to the lack of AGXT. As you might guess,

development of these therapies relied on a detailed understanding

of the disease mechanism and the intermediary metabolism of the

liver. Without  such an understanding, researchers wouldn’t know

which genes to target.

  While  givosiran,  lumasiran, and  nedosiran were all designed to

treat rare metabolic disorders,  inclisiran was developed to treat an

incredibly common disease —  hyperlipidemia — which can affect

as many as 30–40% of adults in developed countries [Cesaro  et al.,

2022]. Hyperlipidemia is characterized by elevated cholesterol and

triglycerides in the blood and is a leading cause of cardiovascular

disease and stroke. Familial  hyperlipidemia is a genetic disorder in

which one of several genes involved in lipid clearance from the blood

stream are mutated [Medeiros  et al., 2024]. Secondary  hyperlipidemia

is caused by other factors, such as high fat diet, hormonal problems,

and diabetes. Hyperlipidemia is typically treated by a class of phar-

maceuticals  known  as  “statins”,  which  block  an  enzyme  called

HMG-CoA reductase that is necessary for cholesterol biosynthesis

[Bansal and Cassagnol, 2025]. In some patients, however, statins
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aren’t sufficient to bring blood lipid levels to safe levels, and more 

advanced therapeutics are used. The primary target of these advanced 

therapeutics is the gene PCSK9, which encodes a protein that pro-

motes the destruction of cell surface receptors that bind to low-density 

lipoprotein (LDL) particles in our blood stream (see Figure 10.9) 

[Blanchard et al., 2019]. When PCSK9 is present, the LDL receptor 

binds to LDL at the cell surface and promotes internalization by 

receptor-mediated endocytosis. In endosomes, the entire complex 

of LDL-LDL receptor-PCSK9 is trafficked to an internal organelle 

called the lysosome, where the LDL receptor is destroyed. In the 

Fig. 10.9.  The role of PCSK9 in hyperlipidemia. PCSK9 helps tune how efficiently 
LDL receptors bind and internalize LDL particles. When PCSK9 is high, LDL receptors 
are trafficked to the lysosome, where they are destroyed along with the LDL particles. 
When PCSK9 is low, the receptor is recycled to the plasma membrane where it can 
internalize more LDL particles. The structure of PCSK9 bound to LDL receptor is from 
coordinates 3P5C [Lo Surdo et al., 2011].
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absence of PCSK9, the LDL particle and the receptor unbind from 

each other in the endosome, and the LDL receptor is trafficked back 

to the cell membrane, where it can bind to more LDL particles.

The importance of PCSK9 is evidenced by the number of advanced 

therapeutics that target it. Two monoclonal antibody biological 

therapeutics are approved to treat familial hyperlipidemia in patients 

where statins aren’t sufficient [Kaddoura et al., 2020]. These work 

by binding to PCSK9 protein in the blood stream. By contrast, incli-

siran works by destroying the mRNA that encodes PCSK9 in the 

liver [Ray et al., 2020]. Inclisiran is approved to treat a variant of 

hyperlipidemia called heterozygous familial hyperlipidemia, a sub-

class of the disease caused by autosomal dominant mutations in 

PCSK9 or other genes [Dyrbuś et al., 2020]. It is also approved for 

patients with advanced cardiovascular disease where statins aren’t 

sufficient to reduce blood lipid levels. Additional PCSK9-targeting 

therapeutics, including ASO therapeutics and gene editing therapeu-

tics, are currently in development. 

The success of all five approved RNAi drugs, and the rapid rate 

of their approval, highlights the power of this informational drug 

technology. Designing new drugs is straightforward, and the rules 

for sequence design, modification pattern, and liver targeting have 

been made clear [Jadhav et al., 2024; Tang and Khvorova, 2024]. 

There are over 40 active clinical trials using RNAi drugs currently 

listed in the FDA’s database (https://clinicaltrials.gov/). The therapies 

under investigation target a variety of cancers, hypertension, obesity, 

hypertrophic scarring, and many more. 
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10.7  Challenges and Opportunities in  

RNAi Therapeutics

Despite these advances, there appear to be two major barriers to 

widespread utilization of RNAi therapeutics in the clinic. The first 

is delivery. So far, all approved RNAi therapeutics target mRNAs in 

liver cells. There are many diseases where RNAi therapeutics could 

make an immediate impact in other organs of the body. For example, 

Huntington’s disease is an autosomal dominant neurodegenerative 

disorder caused by strange trinucleotide expansions in the HTT gene 

(see Figure 10.10). Patients develop cognitive, mood, and fine motor 

skill impairments in their thirties to fifties [MacDonald, 1993]. The 

symptoms become increasingly more severe in a relatively short time, 

Fig. 10.10.  The Huntington gene (HTT). Normal alleles of the HTT gene have a region 
with 6–36 CAG trinucleotide repeats. If this region is expanded, it causes Huntington’s 
disease — an autosomal dominant neurodegenerative disorder. Intriguingly, most alleles 
of HTT that cause disease are linked to just a few single nucleotide polymorphisms found 
elsewhere in the HTT gene. By targeting these SNPs with informational drugs, it may 
be possible to treat the diseased allele while leaving the normal allele intact. 
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leading to severe dementia, chorea, and profound weakness. Patients

often die within 15 to 20 years of diagnosis. There is no cure. If we

could figure out how to deliver an  RNAi drug to the brain and target

it to only the mutated version of HTT, then we might be able to treat

these patients, offer some kind of hope. Strategies for reducing HTT

in an allele-specific manner exist [Lombardi  et al., 2009; Pfister  et al.,

2009; van Bilsen  et al., 2008]. The goal now is to figure out how to

deliver therapeutics safely and effectively into patients  diagnosed

with the disease. As with other neurodegenerative diseases, timing

matters. Once the brain cells have been killed, there is little to no

recourse [Sah and Aronin, 2011]. There are many other diseases of

the brain and other tissues that could be well treated by  RNAi drugs

if the targeting and delivery problems could be solved. New targeting

strategies will require basic research, empirical observations, and

optimization, and almost certainly some transformative new ideas

that will enable breakthroughs. I fully believe that we will find solu-

tions to these problems, and within my lifetime, we will have  RNAi

drugs that treat hundreds of diseases.

  The second major  issue is expense [Sehgal  et al., 2024].  RNAi

drugs are not cheap, especially when comparing these drugs to other

therapeutics per dose. All the  RNAi drugs except  inclisiran are used

to treat orphan diseases, meaning there are limited populations of

patients and limited alternative treatment options. However, many

RNAi therapeutics are dosed only a few times per year while com-

parable pharmaceuticals can  be dosed multiple  times per day.  To

facilitate  comparisons, it’s  best to look  at the annualized  cost  of

the   therapy  [Williams  et   al.,  2024].  For  example,  tamafidis  is  a
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pharmaceutical that is used to treat hATTR [Maurer  et al., 2018]. It

is dosed orally once per day. The annual cost of this medication is

>$225,000 USD per patient. In contrast, patisiran costs >$450,000

per year per patient, and  vutrisiran costs >$500,000 [Sehgal  et al.,

2024;  Williams  et   al.,  2024].  Some  patients  with  hyperoxyluria

respond to pyridoxine, which costs less than $200 per year [Sehgal

et al., 2024]. In contrast,  lumasiran costs over $1.5 million per year.

Intriguingly, the annual cost of  inclisiran is much lower than other

RNAi drugs, ~$7,000 per year. This is comparable to the available

antibody biological therapeutics alirocumab and evolocumab [Sehgal

et al.,  2024]. This demonstrates that the cost  of producing  RNAi

drugs is not prohibitive. The chemical differences between  inclisiran

and  lumasiran are modest. They of course silence different mRNAs,

but the modification patterns are similar, and the targeting structure

is the same. The price of  RNAi drugs must therefore not be governed

by manufacturing costs. Rather, how many patients can be treated

by the medicine, the cost to develop the drug, and the competition

with alternative therapeutics all play a role. The cost of developing

new  RNAi drugs should decrease as the amount of legwork necessary

to design and validate them becomes easier, but clinical trials will

remain a major expense that cannot be avoided.

  Unlike pharmaceutical drugs, the major impediment to bringing

a  new  RNAi  drug  to  market  isn’t  the  work  necessary  to  screen

millions  of compounds  in  a  library,  but  rather the  research  and

development needed to solve new targeting problems. This suggests

that costs will  come  down  as  technology improves.  RNAi  drugs

are both simpler to design and manufacture compared to antibody
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therapeutics [Tang and Khvorova, 2024]. Synthesis can be automated 

and programmed into a machine. Will we ever get to the point where 

the cost of an RNAi therapeutic rivals that of a new pharmaceutical 

drug? I think so. I also think RNAi drugs will be easier to make as 

a generic drug compared to antibody therapeutics once intellectual 

property rights expire. This is because RNAi drugs are chemically 

synthesized in tubes and reactors, while many antibody drugs are 

made in living cells that use their cellular enzymes to modify the 

antibody drug. Those modifications might be necessary for the anti-

body drug to work properly. I expect that RNAi drugs will become 

commonplace. Perhaps one day I’ll receive an RNAi drug in an inhaler 

that targets rhinovirus (the common cold). Or a vaccine alternative 

that targets influenza virus RNA. Maybe one day RNAi drugs will be 

available as over-the-counter medications at the local pharmacy. It’s 

hard to envision now, but don’t bet against it!
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mRNA Vaccines

11.1 One Man’s COVID-19 Story

My experience with COVID-19 began in March of 2020. My ex-wife 

works in a long-term care facility on the west side of Worcester, 

where she takes care of elderly patients. She’s a registered dietitian. 

Her role is to ensure that patients receive appropriate nutritional 

care during their stay at the facility. A COVID-19 outbreak tore 

through her workplace, taking the life of many of her patients and 

sickening most of the staff. At one point she was losing multiple 

patients per day to the virus. The facility was so short-staffed due to 

illness that all healthy employees had to work extra shifts and take 

on extra responsibilities to ensure continuity of care. The effect on 
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her was devastating, and there was nothing I could do to help. I felt 

powerless.

We were still married at the time, though estranged, and as a 

person on immunosuppressive medications, I was banished to the 

basement to minimize the risk that I would contract the virus. Before 

long, she too became ill, and though she recovered quickly, it was 

clear that this virus was something different. Nothing like I’d seen 

in my lifetime. Somehow, I managed to stay infection-free, but the 

marriage did not survive. We completed our marriage counseling 

sessions by Zoom, and by September I had moved out of the family 

home. In October we settled our divorce over the phone in a 

five-minute conference call with a judge (the family courts remained 

closed).

Less than a month later, I had my first direct taste of COVID-19. 

The virus put me on my back for two solid weeks and killed my 

sense of smell for what turned out to be a six-month period. A few 

months later, I received my first dose of a new vaccine against SARS-

CoV-2, authorized by the FDA for emergency use during the pan-

demic [Baden et al., 2021; Polack et al., 2020]. I was able to receive 

the vaccine earlier than most due to my immunosuppressed status. 

Even so, it was challenging to find an available dose. Clinics had 

been set up around Worcester, but the supply was short, and though 

I spent a lot of time online trying to register to get vaccinated, it wasn’t 

until early March of 2021 that I was able to get my first dose at a 

pharmacy in a small town named Sturbridge 25 miles from campus. 
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The vaccine I received was unlike any vaccine I’d taken before. It 

was made from mRNA. It was manufactured by a relatively young 

biotechnology company in Cambridge, MA called Moderna. My 

one-time colleague at UMass Chan, Dr. Melissa Moore, was the Chief 

Scientific Officer of Moderna at the time. After I received the jab, 

while waiting in a plastic chair in the aisle of CVS Pharmacy near 

the shampoo, I pulled out my phone and sent her an email. All I said 

was thank you.

11.2 A Brief History of Vaccines

The concept of protecting a person from an infectious disease through 

limited exposure to low doses of a pathogen is centuries old [Riedel, 

2005]. In the 1700s, lancets that had been dipped into festering 

pustules of a smallpox-infected person were used to deposit a small 

dose of the infectious material under the skin of a healthy person. 

Noted Scottish surgeon Charles Maitland tested this practice on both 

prisoners and orphaned children on orders from the English aristo-

crat Lady Mary Wortley, who learned of the method from the Otto-

man court in Istanbul. Lady Wortley had survived a smallpox 

infection but had become disfigured by the disease. Her brother had 

been killed by smallpox. The “experiment” showed that inoculation 

(termed variolation at the time) provided protection from future 

exposure and soon became widely adopted. The method was not 

without risk, however, as 2–3% of inoculated patients ended up dying 

from the disease they hoped to avoid, and other blood-borne diseases 

such as syphilis were spread by the practice.
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  Around the turn of the 18th  century, English physician-scientist

Edward Jenner heard rumors in farming communities that exposing

people to cowpox prevented infection with the feared  smallpox virus

[Riedel, 2005]. He tested this by first exposing an eight-year-old boy

to infectious material  recovered from a  milkmaid with  a  cowpox

pustule on her hand, and then subsequently exposing the same boy

to infectious material from a fresh  smallpox pustule. The boy didn’t

get sick, and neither did the others that he subsequently tested. It

took several years before the approach became accepted practice and

was shown to be safer than inoculation with  smallpox itself. Cowpox

is much  less infectious than  smallpox and  doesn’t cause as severe

symptoms. Jenner termed his approach “vaccination”, from the Latin

vaccinus, meaning “from the cow”.

  Another  development  in  antiviral  vaccine  technology  came

through attempts to control Yellow Fever, a mosquito-borne virus

that causes hemorrhagic fever — high fever leading to organ failure,

blood  in  the  stools  and  vomit,  nosebleeds,  and  bleeding  gums

[Monath, 2001]. A feared disease in the 1800s, there was no effec-

tive treatment, and the rate of mortality was high (and form of death

gruesome)  [Frierson,  2010].  It  was  known  that  those  who  had

survived Yellow Fever achieved life-long immunity from reinfection.

But  there  was no cowpox equivalent,  researchers had not figured

out how to grow  Yellow Fever Virus in the lab, and African monkeys

were not susceptible. Dr. Adrian Stokes, on an expedition to study

Yellow Fever in Nigeria for the Rockefeller Foundation, discovered

that Indian macaques could be infected by the virus. He paid dearly

for  that discovery, dying  of Yellow Fever  shortly before  his  work
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was published. This provided a system to study how the virus 

reproduces. The next breakthrough came at the hands of Max 

Theiler, who discovered he could propagate Yellow Fever Virus in 

the brains of mice. Importantly, passaging the virus through mice 

seemed to weaken, or attenuate, the virus such that it did not cause 

as severe of an infection in macaques. Ultimately, after many passages 

through monkeys, mice, and eventually cultured embryonic tissue 

from mice and chickens, a variant of the virus called 17D was recov-

ered that had been so attenuated as to not cause illness when 

injected. This variant became the basis for a widely adopted Yellow 

Fever vaccine. It stands as an example of the class of vaccines that 

contains live attenuated virus — an approach that is still used to 

this day.

The modern vaccination era began in the 1950s with Jonas Salk 

and the development of a vaccine against poliovirus [Sahu et al., 

2024; Shampo and Kyle, 1998]. In about one percent of polio infec-

tions, the virus moves from the gastrointestinal tract into the central 

nervous system, causing meningitis and a variety of neurological 

symptoms. In some cases, the infection kills motor neurons, causing 

muscle atrophy and lifetime paralysis. Poliovirus is highly contagious 

and spreads easily. It represented a major health concern around the 

globe. Dr. Salk’s team, working at the University of Pittsburgh, rea-

soned that killed virus particles might elicit an immune response, 

thereby protecting against the disease without risking infection. 

Using the reactive chemical formaldehyde, his team chemically 

inactivated poliovirus particles that he grew in African monkey 
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kidney tissue. This vaccine, and a similar oral vaccine that used live 

but weakened virus (as per the Yellow Fever Virus vaccine), all but 

eliminated poliovirus as a health concern.

In the mid-to-late 1980s, vaccine technology and molecular biol-

ogy technology merged to produce the first recombinant vaccine, in 

this case targeting the Hepatitis B virus [Plotkin and Plotkin, 2011]. 

It had long been known that the Hepatitis B antigen, a coat protein 

shed by the virus in infected patients, could elicit an immune 

response. But it wasn’t possible to produce enough of this material 

safely enough for a widespread vaccination campaign. As recombi-

nant DNA technology emerged, and the sequence of the virus became 

available, the viral gene that encodes the Hepatitis B antigen was 

cloned into a yeast vector, enabling the production of huge quantities 

of this protein without the need to grow full intact virus [McAleer 

et al., 1984]. Such vaccines have no risk of infection because viral 

particles were never used in their manufacture. This result was sup-

plemented by the discovery that stronger immune responses could 

be generated if the recombinant antigens produced were conjugated 

to an adjuvant [Facciolà et al., 2022].

Except for “variolation” with live infectious virus as per Charles 

Maitland, all the vaccine development technologies described above 

are still in use today (see Figure 11.1) [Iqbal et al., 2024]. Most of 

the influenza vaccine we receive each year is made from killed influ-

enza virus grown in chicken eggs. Live attenuated vaccines are used 

for measles, mumps, rubella, and chicken pox (in addition to Yellow 

Fever). The hepatitis B, human papilloma virus, whooping cough, 
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Fig. 11.1.  Vaccine technologies currently in use. The coordinates used to render the 
structures shown above are 1LP3 [Xie et al., 2002], 2HTY [Russell et al., 2006], 1RUZ 
[Gamblin et al., 2004], and 7JM3 [Selzer et al., 2020].
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and shingles vaccines are all made using recombinant DNA technol-

ogy. Fortunately for all, clinical trial standards have changed, and 

things like informed consent, double-blind placebo-controlled trials, 

and safety considerations are all the norm in today’s world. In late 

2020 and 2021, a new vaccine strategy was adopted, using mRNA 

to encode for an antigen, training your body’s own ribosomes to 

make the antigenic material for you [Baden et al., 2021; Polack et al., 

2020]. This chapter describes that technology, and how it came to 

be used.

11.3 The Novel Coronavirus Pandemic of 2019

In late 2019, a severe pneumonia-like disease of unknown origin 

emerged in the city of Wuhan, Hubei Province, China. The first group 

of patients had symptoms including a severe cough, high fever, and 

difficulty breathing sometimes leading to catastrophic hypoxia. On 

December 31st, Chinese government officials reported that outbreak 

to the World Health Organization, indicating that a cluster of 27  neu-

monia cases of unknown origin had been identified [Chan et al., 

2020]. The patients could be traced back to the Huanan Seafood 

Wholesale Market on the northwest side of the city. By early January 

2020, Chinese scientists had detected sequences in patient samples 

suggesting that they had been infected with a never-before-seen 

betacoronavirus similar to SARS, the virus that caused the severe 

acute respiratory syndrome outbreak in the fall of 2002, and MERS, 

a related virus that caused an outbreak of middle east respiratory 

syndrome in Saudi Arabia in the spring of 2012 [Lu et al., 2020; 
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Wu  et al., 2020; Zhou  et al., 2020; Zhu  et al., 2020]. This new virus,

initially called 2019 novel coronavirus, soon came to be known as

SARS-CoV-2, the infectious agent responsible for the global pandemic

of the disease  COVID-19 (Coronavirus Disease 2019).

  By early February 2020, the complete genomic sequence of the

SARS-CoV-2 virus was determined and released to the global com-

munity by esteemed Chinese virologist Zhang Yongzhen working at

Fudan University in Shanghai [Wu  et al., 2020]. Professor Zhang’s

team (and others) noted that the sequence of the novel coronavirus

was most similar to viruses that had been sequenced from bats [Lu

et al., 2020; Wu  et al., 2020; Zhou  et al., 2020; Zhu  et al., 2020]. This

plus the Huanan Market connection led to speculation that the dis-

ease emerged from zoonotic transmission from animal to  human

[Benvenuto  et   al.,  2020]. Despite  the  best efforts  to  contain the

outbreak, the  SARS-CoV-2 virus quickly spread around the globe,

with cases reported in the United States by January 20th, 2020, France

by January 23rd, 2020, Egypt by February 10th, 2020, and Brazil by

February 26th, 2020. Within a few short months, the virus had spread

to all continents, causing significant mortality and morbidity, leading

to  widespread  shutdowns,  masking,  closed  borders,  and  other

extraordinary strategies to mitigate its spread. As death tolls contin-

ued to rise, the need for a  vaccine and effective treatments became

paramount. The standard of care was not cutting it, and the disease

showed no signs of letting up.

  In the early days of the pandemic, the case fatality ratio (CFR) of

SARS-CoV-2 appeared to approach 10% but rapidly dropped to 1–2%

as  testing  improved  [Rajgor  et   al.,  2020].  As  a  comparison,  the
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original SARS outbreak had a CFR closer to 6%, and MERS was >20% 

[Gerges Harb et al., 2020]. It’s important to understand that CFR 

monitors the survival of patients diagnosed by a clinician in a hos-

pital setting and are often over-represented with patients that are 

hospitalized. Another parameter that defines a viral outbreak is the 

reproduction value (R-naught, R0), which estimates how efficiently 

a virus spreads between susceptible people. Early estimates for SARS-

CoV-2 R0 hovered around 2.5, similar to SARS and influenza, but 

much higher than MERS [O’Driscoll et al., 2021]. The apparently 

high CFR and R0 underscored the need for rapid containment and 

immunization programs.

11.4 The Betacoronaviridae

SARS-CoV-2 is a member of the betacoronaviridae family of viruses. 

These viruses are characterized by a very long (+) stranded RNA 

genome approximately 30 kilobases in length (30,000 bases long) 

[Hartenian et al., 2020]. The SARS-CoV-2 genome is more than twice 

the size of the flu virus genome and three times bigger than the West 

Nile virus genome. The SARS-CoV-2 genome encodes two large 

proteins known as ORF1A and ORF1B, the spike protein (S), the 

membrane protein (M), and the nucleocapsid protein (N), and sev-

eral smaller accessory proteins of varying function (see Figure 11.2). 

ORF1A and ORF1B contain the important non-structural proteins 

required for virus replication in cells, including the viral replicase 

(an RNA-dependent RNA polymerase), a helicase that promotes 

unwinding of the strands, proteases, capping enzymes, and more. 
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Both ORF1A and ORF1B proteins are produced as a long polyprotein. 

After synthesis, viral proteases cut the polyprotein in specific places 

to release many individual proteins each with their own activity. 

The structural proteins S, M, and N are required to form new infec-

tious virions. N (nucleocapsid) binds to the viral RNA genome and 

forms a shell around it. The M (membrane) protein stabilizes the 

viral envelope and gives it its characteristic shape. The S (spike) 

protein decorates the outer surface of the envelope, providing a 

Fig. 11.2.  Organization of the SARS-CoV-2 viral genome. The virus is positive stranded, 
so the genomic RNA can engage with the ribosome. The polyproteins encoded in ORF1A 
and ORF1B are translated from genomic RNA. Several subgenomic RNAs are produced 
during genome replication that act as mRNAs for other viral structural and accessory 
proteins.
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halo appearance around the virus in electron microscope  images,

giving the viral family its name.

  The replication cycle of  SARS-CoV-2 and other betacoronaviridae

is more complicated than simpler viruses like West Nile. In addition

to producing (+) and (–) strand genomic RNA, several subgenomic

RNAs are made through a complicated template switching mecha-

nism [Masters, 2006]. In addition to coding for proteins, the viral

genome includes structural elements that regulate how much protein

gets produced, and at what time [Yang and Leibowitz, 2015]. There

are elements that are necessary for the template switching process

to  make  subgenomic  RNAs.  A  large  RNA  structure  called  a

frame-shifting pseudoknot causes the  ribosome to pause and shift

frames while translating ORF1A, leading to the production of ORF1B

[Brierley  et al., 1989]. Another structure, found near the 3′  end of

the  genome, forms a bistable switch that is essential for viral repli-

cation  [Goebel  et al., 2004]. The complicated nature  of the virus

genome, the large number of proteins that it encodes, and its large

size make the betacoronaviridae  genome the most complex of any

RNA virus.

  There are many betacoronaviruses. SARS, MERS, and  SARS-CoV-2

are  the  most  well-known  because  they  cause significant  human

disease [Hartenian  et al., 2020]. There are other human-infecting

viruses called HCoVs (there  are  several  variants) that cause mild

upper respiratory illness resembling a common cold [Hartenian  et al.,

2020]. Scientists are aware of coronaviruses that infect many other

species, including bats, pangolins, civets, camels, cows, hedgehogs,

and mice [Coronaviridae Study Group of the International Committee

https://pezeshkibook.comd.ir



Part I I :  

on Taxonomy of, 2020]. In some cases, these infections cause very 

different types of disease. In the mouse, mouse hepatitis virus causes 

hepatitis, a liver disease [Parker and Masters, 1990]. In cows, bovine 

coronavirus can cause enteritis (intestinal inflammation) in addition 

to pneumonia-like symptoms [Crucière and Laporte, 1988]. 

11.5 Spike Protein

SARS-CoV-2 is spread from person to person through microscopic 

liquid respiratory droplets that are expelled by an infected person 

when they speak, breathe, cough, or sneeze [Sills et al., 2020]. When 

an uninfected person inhales these respiratory droplets, they become 

exposed to the virus, and may develop an infection. The S protein 

Fig.  11.3.   Structure of the  SARS-CoV-2  spike protein in the closed conformation. The
structure contains three copies of the protein (white, gray, black). The complex changes
shape in response to furin cleavage and upon binding to the ACE-2 receptor protein. The
end view shows the arrangement of the trimer. The structure was rendered from coordi-
nates 7QUS [Buchanan et al., 2022].
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is the key to that infection, directing virus particles to enter host

cells  through  receptor-mediated  endocytosis  (see  Figure  11.3)

[Hoffmann  et al., 2020]. In this way, the S protein is like the trian-

tennary  galNac group engineered onto  RNAi therapeutics to pro-

mote their uptake by liver cells [Nair  et al., 2014]. But in this case,

the S protein directs uptake into cells that line the upper respiratory

tract.

  The first thing to know about the S protein is that it’s actually two

proteins — S1 and S2. The S protein  is cleaved by a host  enzyme

named furin inside the host cell [Walls  et al., 2020]. The S1 protein

attaches to the surface of the viral  envelope. The S2 protein serves

as an anchor to hold the S1 protein in place. It binds to a protein

found on the surface of some cells called the angiotensin-converting

enzyme 2 (ACE2) [Hoffmann  et al., 2020]. The normal function of

ACE2 is to is to bind and cleave angiotensin hormones involved in

regulating blood pressure  [Donoghue  et al., 2000]. In the case of

infection, S1 binds tightly to ACE2 but is not cleaved by the ACE2

protease activity. Instead, a second cell surface  receptor known as

TMPRSS2 (transmembrane serine protease 2) binds to the complex

and begins to cleave S1, liberating S2 which undergoes a conforma-

tional change that promotes insertion of S2 into the membrane of

the host cell, mediating fusion of the host  cell membrane with the

viral  envelope. This allows the viral  genome to enter the host cell

cytoplasm [Hartenian  et al., 2020].

  The S protein is rapidly evolving [Markov  et al., 2023]. One of the

most amazing things to occur during the  COVID-19 pandemic is the

tracing of viral mutations across the globe using  next-generation
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sequencing technology. This method made it possible to track viral

evolution, including identifying variants that enhances transmissi-

bility, almost in real time [Bedford  et al., 2020]. There are over 17

million viral genomic sequences available  in the  GISAID  epiCov

server as of January 2025 [Shu and McCauley, 2017]. Mutations in

Spike can affect how efficiently  SARS-CoV-2 enters cells, increasing

transmissibility [Parsons and Acharya, 2023].

  Why does the virus evolve so rapidly? There are many sources of

variation, but the most prominent source comes from viral replication.

The RNA-dependent RNA  polymerase is error-prone, so the virus

makes mistakes during replication at a much faster rate than our

bodies do. The mutation rate is estimated to be 0.03 mutations per

replication cycle [Amicone  et al., 2022]. Given that total number of

virions produced in a normally infected person is estimated to be

between 1 billion to 10 billion, that would suggest that somewhere

between 30 million and 300 million mutations per person per infec-

tion [Sender  et al., 2021]. Most of these are not beneficial to the virus

and are rapidly lost. But others are, and these mutations rapidly sweep

through the population, outcompeting other variants that can’t keep

up [Markov  et al., 2023]. One of the first rapidly emerging variants

was in the  Spike protein D614G (aspartic acid at position 641 mutated

to glycine), and is thought to promote infectivity by changing how

impacting the copy number of spikes on the surface of the  virion is

[Zhang  et al., 2020]. There  are many evolutionary pressures that

drive selection of beneficial mutations. In the early days of the pan-

demic, adaptation to the host species and more efficient transmission

seemed to drive viral evolution. After patients had been infected and
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developed an immune response to the virus, escape from the anti-

bodies produced by our immune system became an evolutionary 

driver. One thing is for sure. The virus is adaptable, and any vaccines 

or therapeutics developed to treat it will have to keep up.

11.6 COVID Vaccine Development

Given the impact on the lives and livelihoods of people all over the 

planet, there was a huge push to find ways to treat COVID-19 and 

stop its spread. Several companies worked diligently on making 

vaccines for the S protein as soon as the virus sequence was released 

(see Figure 11.4). The first vaccine to receive emergency use autho-

rization was produced by BioNTech in collaboration with Pfizer. This 

vaccine (BTN162b2, Comirnaty®) is different from other vaccines 

we’ve discussed. It is made from mRNA [Polack et al., 2020]. The 

“Pfizer vaccine”, as it is known colloquially, is an in vitro transcribed 

mRNA sequence that is capped, polyadenylated, and formulated in 

a lipid nanoparticle. It is dosed by intermuscular injection [Gote 

et al., 2023; Iqbal et al., 2024; Zhang et al., 2023]. The lipid nanopar-

ticles aid in the uptake of the mRNA by cells in the muscle tissue. 

Once inside, the mRNA vaccine engages with ribosomes to start 

producing Spike protein. Our bodies detect that Spike protein as 

something foreign and mount an immune response. In essence, the 

vaccine tricks our cells into producing an antigenic protein. The 

Pfizer vaccine uses a lipid nanoparticle chemical delivery platform 

to get mRNA across a membrane. The Pfizer vaccine was shown to 

be 95% effective at preventing symptomatic COVID-19 in phase 3 

191

https://pezeshkibo
ok.com



Part I I :  

clinical trials [Polack et al., 2020]. It was authorized for emergency 

use in the United States on December 11th, 2020, in the UK on 

December 2nd, 2020, and in Canada and the European Union shortly 

thereafter. The vaccine received full approval by the Food and Drug 

Administration (FDA) on August 23rd, 2021. Modified vaccines that 

Fig. 11.4.  SARS-CoV-2 vaccines developed in the early years of the COVID-19 pan-
demic. The type of vaccine and the developer are shown. The coordinates of the AAV 
virus are from 1LP3 [Xie et al., 2002] and the adenovirus vector is 7RDU [Baker et al., 
2021]. The “Pfizer” and “Moderna” vaccines are mRNA-based, while the Oxford- 
AstraZeneca and Johnson & Johnson vaccines use viral vectors.
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target emerging variants have also been authorized. A bivalent vac-

cine targeting both the original Wuhan strain and the mutated 

Omicron strain was authorized in August 2022, and a new monova-

lent vaccine targeting the now dominant lineage XBB.1.5 was autho-

rized in September of 2023. The speed at which new vaccines can 

be developed targeting emerging variants highlights the power of 

mRNA vaccine programmability. It’s simple to change the sequence 

during vaccine manufacturing.

The second vaccine to be authorized for emergency use was pro-

duced by Moderna and also made use of mRNA technology (mRNA-

1273, Spikevax®) [Baden et al., 2021]. The vaccine was approved 

for emergency use by the FDA on December 18th, 2020. Clinical 

trials showed that the vaccine was 94.1% effective in preventing 

symptomatic COVID-19 [Baden et al., 2021]. It was subsequently 

authorized for use in the UK, Europe, and many other countries. 

There are some interesting differences between the Moderna vaccine 

and the Pfizer vaccine [Gote et al., 2023; Iqbal et al., 2024; Zhang 

et al., 2023]. Practically speaking, the Pfizer vaccine requires 

ultracold temperatures (−80 degrees Celsius) for long-term storage, 

while the Moderna vaccine is stable at standard freezer temperature 

(−20 degrees Celsius). The Pfizer vaccine can be stored at refrigera-

tor temperature for up to 10 weeks, while similar storage of the 

Moderna vaccine is limited to 30 days. Both use lipid nanoparticles 

for formulation of the vaccine, and both contain a chemically mod-

ified nucleotide. Both have a 5′ cap structure and a polyA tail. Both 

code for the Wuhan-1 (original) sequence of Spike from the first 
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genome sequence released. They have different sequences in the 

untranslated regions of the mRNA, and the lipid nanoparticles have 

different composition, but for the most part they are quite similar 

[Mamaghani et al., 2024]. Their dosing scheme is subtly different, 

but their efficacy is comparable. We will discuss their similarities 

and differences in more detail in a following section. As with the 

Pfizer vaccine, a bivalent booster was approved in 2022, and an 

XBB.1.15-specific booster was released in 2023.

The third vaccine was released in a collaboration between Oxford 

University and AstraZeneca. This vaccine was made from a recom-

binant adenovirus that normally infects chimpanzees (ChAdOx1, 

Vaxzevria®) [Mendonça et al., 2021]. In short, they engineered a 

live virus, incapable of replicating in humans, to produce the Spike 

protein from the SARS-CoV-2 virus. Clinical trials showed the vaccine 

to be 62% effective at reducing SARS-CoV-2 infection as measured 

by detection of the N-protein in patient serum [Falsey Ann et al., 

2021]. This vaccine was authorized in the UK on December 30th, 

2020. It was also authorized for emergency use in India, Canada, 

and the European Union. Unlike the Pfizer vaccine, only one dose 

was necessary to stimulate an immune response. The ChAdOx1 uses 

an engineered virus to deliver double-stranded DNA to cells con-

taining the instructions to make Spike protein. This DNA must be 

transcribed into mRNA inside the cell, and then translated into 

protein before an immune response can be achieved. By contrast, 

the Pfizer and Moderna vaccines deliver mRNA directly using lipid 

nanoparticles, bypassing the need for transcription inside cells that 
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receive the vaccine. Vaxzevria® was never authorized in the United 

States, and as of 2024, it is no longer manufactured. Safety concerns 

including elevated blood clot formation [Pottegård et al., 2021], and 

challenges associated with redesigning the vaccine to target new viral 

variants of concern, have made Vaxzevria less successful than others 

currently on market.

The next vaccine to receive emergency use authorization in the 

United States was another viral vector vaccine produced by Jannsen/ 

Johnson & Johnson on February 27, 2021 (Ad26.Cov2-S, Jcovden®). 

As with Vaxzervria, only one dose was required. Compared to the 

mRNA vaccines, the phase 3 clinical trial outcomes were not as strong, 

with 66.9% efficacy at preventing moderate to severe COVID-19, 

although in comparison to the mRNA vaccine only a single dose 

is administered [Sadoff et al., 2021]. The Ad26.Cov2-S vaccine is 

composed of a recombinant adeno-associated virus (AAV) that, like 

the Oxford-AstraZeneca vaccine, cannot replicate in humans. The 

virus used is different: adenoviruses and AAVs are not the same. 

AAVs are small, single-stranded DNA viruses that lack an envelope 

and cannot replicate on their own [Wang et al., 2024]. They only 

replicate in the presence of a second virus (usually an adenovirus), 

stealing proteins produced by the co-infecting virus to reproduce. 

Adenoviruses hold a much larger double-stranded DNA genome  

(36 kilobase pairs) and are typically capable of replicating on their 

own unless they’ve been engineered to remove that capability. The 

Johnson and Johnson AAV-based vaccine replaces some of the 

AAV genome with the gene that encodes Spike using recombinant 

195

https://pezeshkibo
ok.com



Part I I :  

 

DNA technology. Cells that are “infected” with this virus produce

Spike  and mount an  immune  response  against it. The emergency

use authorization was revoked in May of 2023 at the request of the

supplying  company  due  to  low  demand  compared  to  the  other

available vaccines.

  In July of 2022, a more traditional recombinant protein  vaccine

(like the Hepatitis B  vaccine) received emergency use authorization

in the United States for  COVID-19 (NVX-CoV2373, Nuvaxovid®/

Covovax®). This  vaccine is made by Novavax and was made using

a more traditional protein expression and purification system. This

vaccine showed 90.4% efficacy at preventing symptomatic  COVID-19

  and was shown to have high efficacy against the Alpha variant [Heath

Paul  et al., 2021]. In the case of Novavax  vaccine, the  Spike protein

is produced in insect cell culture that has been dosed with an insect

virus engineered to produce the protein. Then, the cells are lysed

and the protein is purified. This protein is conjugated to an adjuvant,

then injected into the muscles of recipients to stimulate an  immune

response against the Spike. The Novavax  vaccine has similar safety

and efficacy profiles compared to the  mRNA vaccines, but can be

stored long-term at refrigerator temperatures, making it advantageous

in parts of the world with access to freezer trucks capable of trans-

porting  mRNA  vaccine doses. It is worth noting that development

of this  vaccine took more than a year longer than the  mRNA vaccines

due to the technical barriers of developing and manufacturing pro-

teins compared to mRNAs.

  These vaccines are not the only vaccines in use around the world.

Other vaccines include viral vector vaccines such as the Russian-made
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 Sputnik V [Logunov  et al., 2020], the Chinese-made Convedicia [Wu

et al., 2021], and the Indian-made iNCOVACC [Singh  et al., 2023].

There  are  also  inactivated whole  SARS-CoV-2 vaccines including

Sinovac, Coronavac, and Covaxin. These  vaccines use technology

like the polio  vaccine described above. In addition to Novavax, other

recombinant Spike vaccines are in use in other countries, including

one made by Sanofi-GSK, Abdala which is made in Cuba, and Epi-

VacCorona which is made in Russia. As of January 2025, the World

Health Organization reports that 13.64 billion doses of  vaccine have

been given, covering 67% of the world’s population.

  COVID-19 is not as dangerous as it once was, but it remains a

prevalent health threat. Why is this? There are two major reasons.

As described above, new variants of  SARS-CoV-2 with mutations in

the  Spike protein arise frequently and sweep the population [Parsons

and Acharya, 2023]. These variants reduce the efficacy of the exist-

ing vaccines due to changes in the protein sequence. They also evade

the  immune response mounted against prior infections with previous

variants. Moreover, the  stability  of the  immune response  against

COVID-19 wanes quickly [Hall  et al., 2022]. Unlike Yellow Fever,

where an infection confers life-long immunity, our bodies’ memory

of a  SARS-CoV-2 infection is much shorter, sometimes less than a

few months. Why is that? For one, flaviviruses don’t mutate as quickly

as  SARS-CoV-2. But more importantly, the acute infections caused

by  Yellow Fever Virus lead to a strong and balanced  immune response

including the production of more memory B cells [Pulendran, 2009].

Lastly,  SARS-CoV-2 accessory proteins might weaken the  immune

response by blocking  the  activity of interferon and other cellular
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signals of danger. As such, frequent reimmunization with booster 

vaccines will likely be necessary.

11.7 Where did mRNA Vaccines Come From?

The speed at which mRNA vaccines were brought to bear on the 

COVID-19 pandemic led many to the false impression that mRNA 

technology was new and untested. In fact, development of mRNA 

as a potential therapeutic began 30 years prior when Dr. Jon Wolff 

and colleagues from the University of Wisconsin, Madison showed 

that mRNA was able to produce protein when injected in the calf 

muscle of mice [Wolff et al., 1990]. Specifically, they showed that in 

vitro transcribed mRNA encoding a reporter gene lead to measurable 

protein production in a variety of muscle tissues in the mouse, and 

that the amount of protein produced scaled with the dose of the 

mRNA administered. They also showed that the half-life of protein 

production was approximately 24 hours, likely because of rapid 

decay of the injected mRNA. The authors noted that this technology 

could be used as a therapeutic to replace the products of missing 

genes in the case of genetic disease. Following up on this result, 

Pierre Mulién’s team at Aventis Pasteur demonstrated an immune 

response against an influenza protein could directed by lipo-

some-coated mRNAs following subcutaneous injection into mice 

[Martinon et al., 1993]. This demonstrated in principle the potential 

for mRNA to serve as a vaccine vector. 

There are three major barriers that stood in the way of this tech-

nology. The first is activation of the innate immune response by 
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exogenous RNA species. Any RNA that is not made in the  nucleus

is exogenous. This includes viral RNAs, RNAs that have entered the

cell through  receptor-mediated  endocytosis, and RNA therapeutics

introduced to cells through a variety of pathways. Exogenous RNA

is detected on the surface by proteins called Toll-like receptors [Fitz-

gerald and Kagan, 2020]. When they recognize a foreign RNA, Toll-

like receptors  initiate  a  signal transduction cascade  that activates

transcription factors that produce pro-inflammatory cytokines and

type I interferons. If an RNA makes it into the  cytoplasm, RIG-I-like

receptors detect them and induce the production of antiviral proteins

and restriction factors. These cell-intrinsic antiviral defense mech-

anisms are costly and non-specific: once they are triggered, the cell

ceases to function normally. As such, immune activation by Toll-like

receptors and RIG-I-like receptors is both a good and bad thing. In

the case  of acute  viral infection,  their responsiveness helps fight

off the infection. In the case of chronic infection or treatment with

an RNA  therapeutic,  then activation of the immune system spells

trouble.

  A key advance required to get by these issues was published in

2005 by Katalin Karikó, Drew Weissman, and colleagues working

at the University of Pennsylvania School of Medicine. They showed

that incorporating modified nucleotides into the  mRNA significantly

reduced activation of the innate immune system [Karikó  et al., 2005;

Karikó  et   al.,  2008]. They further  showed  that  incorporation  of

modified  uridines  specifically  prevented  activation  of  a  specific

immune  cell type  called a dendritic cell, a  cell that specializes in

presenting  antigens on  its surface  to stimulate  a  strong  immune
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Fig. 11.5.  Chemical structures of uridine, pseudouridine, and N1-methylpseudouridine. 
The arrows indicate difference between uridine and the modified nucleotide.

response. The favored modified nucleotide was  pseudouridine which

is very similar to U in its structure, but with a different atom in the

major groove and a different linkage to the sugar (see  Figure  11.5).

Pseudouridine, often abbreviated  ѱ, is a natural RNA modification

that is abundant in  tRNA, rRNA, and to a lesser extent  mRNA. Next,

Tasuko Kitada working at MIT and Niek Sanders working at Ghent

University in Belgium demonstrated that  N1-methylpseudouridine

(m1ѱ) enhances protein expression and reduces immunogenicity

even further [Andries  et al., 2015]. Dr. Yuri Svitkin and Dr. Nahum

Sonenberg at McGill University in Montreal, working in collaboration
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with scientists at Moderna, showed that the enhanced protein expres-

sion effect  was due to more efficient  association with  ribosomes

[Svitkin  et al., 2017]. The m1ѱ-modified nucleotide is found in both

the Pfizer/BioNTech  vaccine and in Moderna’s  SpikeVax. Dr. Karikó

and Dr. Weissman’s prescient observations that modified nucleotides

help RNA evade the innate immune system was transformative to

the field and instrumental to the  success of both  mRNA vaccines

during the  COVID-19 pandemic. In deference to their breakthrough,

the  Nobel committee  awarded them  the  Prize in Physiology and

Medicine in 2023.

  The  second  major  obstacle  is  the  relatively  short  half-life  of

mRNA. To be effective,  mRNA therapeutics must last long enough

to produce the protein needed for it to work. It’s a balancing act. Too

much RNA results in stronger immune stimulation. Too little and it

will all decay before enough protein gets made. As we’ve learned,

mRNAs have  caps  and  polyA  tails  to  protect  them from  cellular

exonucleases.  Both  the  Pfizer/BioNTech  and  Moderna  vaccines

are   capped  and  polyadenylated [Jin  et   al., 2025;  Xia,  2021] (see

Figure  11.6). But the half-life of  mRNA in cells can be regulated by

proteins or microRNAs that bind to the untranslated regions of the

mRNA, promoting rapid turnover. The Moderna  vaccine chose to

borrow  from nature,  using a portion  of  the human  alpha-globin

3′UTR. This  mRNA is naturally very stable, and others have shown

that appending it  to exogenous  RNA  sequences leads to longer-

lasting  mRNA in cells. By contrast, the Pfizer  vaccine used two sta-

bilizing RNA sequences incorporated into an artificial 3′UTR. Their

https://pezeshkibook.comregion from the human TLE5 3′UTR 
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region from the human mitochondrial 12S rRNA 3′UTR. This chi-

meric UTR variant was found empirically to be more stabilizing than 

the human beta-globin 3′UTR, which had been shown to enhance 

mRNA stability. Unlike antisense oligonucleotide and RNAi drugs, 

the mRNA vaccines do not contain heavily modified backbones 

or sugar groups. This is due to the nature of their manufacture, 

Fig. 11.6.  Manufacturing strategy for mRNA vaccines. Unlike the flu virus, which is 
produced in cell culture or chicken eggs, mRNA vaccines are produced in vitro by using 
a synthesized DNA template, nucleotides, and enzymes that both read the sequence (viral 
RNA polymerases from SP6, T4, or T7 bacteriophage) and an enzyme that adds a cap 
structure. After transcription, template DNA is removed by enzymatic digestion, then 
the RNA is purified by column chromatography. Then the mRNA is formulated into a 
lipid nanoparticle, further purified, then loaded into vials for dosing.
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which requires enzymatic transcription rather than chemical syn-

thesis. The polymerase used to make these mRNAs won’t tolerate 

some substitutions.

The third obstacle was maximizing translational efficiency. Both 

vaccines were optimized to maximize the amount of protein produced 

per molecule of mRNA [Jin et al., 2025; Xia, 2021]. Both vaccines 

used a strategy called codon optimization, wherein the codons in 

the Spike coding sequence were substituted for the most abundant 

codons for a given amino acid. Recall we learned in Chapter 3 that 

the genetic code is degenerate, i.e., multiple codons can define the 

same amino acid. This is true. But not all codons are equally repre-

sented. Some are more easily utilized than others in the decoding 

process. This is due to differences in tRNA abundance for each codon. 

When the ribosome encounters a rare codon, it pauses and waits for 

the correct tRNA to pair. By replacing rare codons with common 

ones, the ribosome can more efficiently produce protein. However, 

the codon optimization strategy between the two vaccines is not 

identical. The Moderna vaccine included some non-optimal codon 

choices that enhanced the GC content of the mRNA. This is because 

others have shown that mRNAs with higher GC content are more 

stable in mammalian cells. 

Another major contributor to translational efficiency is the iden-

tity of the 5′UTR [Jin et al., 2025, Xia, 2021]. The preinitiation 

complex must scan along this sequence to find the start codon, 

establishing the frame. Regulatory elements in the 5′UTR can inter-

fere with this process, leading to reduced protein expression. In this 

203

https://pezeshkibo
ok.com



Part I I :  

case, the Pfizer vaccine used a modified variant of the human 

alpha-globin 5′UTR, including enhancing the “Kozak” sequence that 

improves translation initiation. By contrast, the Moderna vaccine 

uses a short synthetic 5′UTR sequence that was optimized empirically. 

This sequence is predicted to have a small stable stem loop, which 

may prevent leaky scanning (scanning beyond the start codon). 

In summary, there are many features to the mRNA vaccines that 

distinguish them from cellular mRNA. Both use 1mѱ to stabilize the 

mRNA and help it avoid activating the innate immune response. 

Both use naturally occurring regulatory elements from human genes 

to help increase the half-life of the mRNA. Both use codon optimi-

zation strategies to maximize the efficiency of translation. The 

Moderna vaccine uses an empirically selected artificial 5′UTR to 

enhance translation yield. It will be interesting to see if there is more 

optimization that can be done to further increase stability and yield 

while minimizing immunogenicity. The strong commercial success 

of both vaccines and their speed of deployment demonstrate the 

value of mRNA as a vaccine platform. 

11.8 Post-Pandemic mRNA Vaccines

The promise of RNA drugs is programmability. During the pandemic, 

not one but two mRNA vaccines worked admirably to limit the 

impact of COVID-19 infection. Can the same technology be  

applied to thwart other viruses? The short answer is yes. On May 

31st, 2024, the FDA approved a new mRNA vaccine targeting 

Respiratory Syncytial Virus (RSV) for patients aged 60 and older 
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(mRNA-1345 / Mresvia) [Goswami  et al., 2024]. In older adults with

chronic health conditions, RSV can cause a dangerous lower respi-

ratory tract infection leading to hospitalization and death. In younger,

healthier adults, RSV infection is rarely dangerous. Phase 3 clinical

trials showed that  the  vaccine  was 63%  effective  in limiting  RSV

lower respiratory  disease in  patients  aged 60 or  older [Goswami

et   al.,  2024].  Developed  by  Moderna,  the  mRNA-1345  vaccine

encodes an RSV surface  protein called the F glycoprotein. The F

glycoprotein is essential for RSV entry into host cells. Its role is to

facilitate fusion between the viral  envelope and the  cell membrane.

While the sequence and modification pattern of  mRNA-1345 is not

public information, it is likely that similar strategies were used as

for  mRNA-1273 (Spikevax) to enhance  mRNA stability,  translation,

and immune evasion.

  There are other  vaccine candidates currently  in clinical  trials

according to  https://clinicaltrials.gov/. These include investigative

new  mRNA vaccines targeting infectious diseases such as  influenza,

Japanese encephalitis virus, metapneumovirus,  cytomegalovirus, and

Lyme disease. There are also clinical trials underway to assess the

use of  mRNA vaccines to train the immune  system to target non-

infectious diseases. These “vaccines” target acne vulgaris, prostate

cancer, pediatric high-grade glioma, acute myeloid  leukemia, human

papilloma virus-induced neoplasms, and more! Time will tell how

much optimization is necessary to yield safe and effective vaccines

that treat other viruses and other diseases. One thing is clear. The

programmability of the  mRNA  vaccine platform makes it possible

to rapidly develop new investigational candidates, and the lessons
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learned during optimization of one candidate seem to apply to oth-

ers, speeding up the pace of discovery.

11.9 How Vaccines are Made: Influenza vs. SARS-CoV-2

There are advantages to mRNA vaccines beyond their programma-

bility. They can be readily synthesized in a bioreactor using chemicals 

and enzymes [Zhang et al., 2023]. No live animals or cultured cells 

are required. It doesn’t take much space or much effort to synthesize 

an mRNA vaccine. By contrast, making the annual influenza (flu) 

vaccine is a long and arduous process [Nuwarda et al., 2021]. It will 

be illustrative to compare the two types of vaccines and how they 

are manufactured. As both viruses cause seasonal outbreaks of respi-

ratory disease that can be fatal especially in elderly and immuno-

compromised populations, and because both viruses produce new 

variants of concern frequently that complicate vaccine design, this 

comparison should demonstrate a clear advantage of mRNA as a 

vaccine vector.

Every year, six to nine months before the beginning of the annual 

influenza season, officials from the World Health Organization 

supported by other governmental agencies survey the current land-

scape of circulating influenza viruses and make an educated decision 

as to which strains will be most impactful [Stöhr et al., 2012]. Typ-

ically, they select two influenza A strains (H1N1, H3N2, for example) 

and one or two influenza B strains. Once the strains are selected, 

vaccine manufacturing can begin. There are three common 

approaches to vaccine production [Nuwarda et al., 2021]. In the first, 
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live  influenza viruses can be grown in chicken eggs. In this approach,

influenza virus is  injected into fertilized  chicken eggs.  The virus

reproduces inside, then harvested and treated with a chemical to kill

the live virus.  This killed viral material  is purified  and combined

with  other  killed  strains  to  be  shipped  out  as  doses  of  vaccine.

Millions of eggs are used  each year in the  United States alone  to

produce the needed quantities of flu  vaccine. To provide so many

eggs,  vaccine  manufacturers  maintain  giant  farms  with  enough

chickens to produce all the eggs necessary for  vaccine manufactur-

ing. It takes a lot of space and a lot of time. Eggs are not a limitless

resource, and chickens can produce them only so fast. Nevertheless,

over 80% of the annual doses in the United States are made using

this technology, which has been in place for over 80 years.

  The second method of  influenza  vaccine manufacture uses cul-

tured mammalian cells. In this case, the Madin Darby Canine Kidney

cells or Vero cells (kidney epithelium cells from an African Green

monkey) are cultured in laboratory dishes, then infected with live

virus [Genzel,  2015].  The cultures are  expanded and grown in a

large bioreactor. The cells are then lysed, the virus purified, inacti-

vated, formulated, and bottled as doses of  vaccine. The upside of

this method is that it does not require chicken eggs. The downside

is that it is more expensive.

  The final approach uses recombinant DNA technology to make

vaccines against flu coat proteins hemagglutanin and neuraminidase

[Creytens  et al., 2021; King  et al., 2009].  The  sequence of  these

proteins is derived from the strains selected as per above, then the

proteins  are  produced  in  insect  cells.  No  live  influenza  virus  is
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involved. After production, the proteins are purified, conjugated to

an immunostimulatory adjuvant, mixed into vials, and shipped off

as flu  vaccine. This approach is even more expensive than the mam-

malian cell culture strategy.

  All three approaches take time, which is why the strain selection

must happen so early. It is possible that the officials who select the

strain will make a wrong choice, and that other variants will domi-

nate during flu season. When passaging the virus through eggs or

cell  culture, it’s  possible  that  the virus  will mutate, and thus  its

efficacy will be mitigated because the antigens produced won’t exactly

match those in live circulating viruses. All these issues combine to

limit the effectiveness of the annual flu shot, which ranges from as

low as 19% to as high as 60%.

  Let’s contrast these approaches with  mRNA  vaccine manufac-

turing  [Rosa  et   al.,  2021].  The  sequence  of  the  vaccine  can  be

programmed into a computer to direct synthesis of a double-stranded

DNA template. This template includes a promoter for a  bacterio-

phage-derived single subunit RNA  polymerase, typically from SP6,

T3,  or  T7  phage.  The  template,  the  polymerase,  the  nucleotide

triphosphates (including 1meѱTP and excluding UTP), and reaction

buffer are added together in a large reactor. The  enzyme proceeds

to make the RNA from the DNA template. A  cap and the  enzyme

needed to add the  cap can be added to ensure that the  mRNA has

an authentic 5′  end. The  polyA tail can be hard-coded into the DNA

template to produce a fully processed  mRNA. The template doesn’t

include introns, so it is not necessary for the  mRNA to be spliced.

Once the reagents are exhausted, the  template DNA is destroyed
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by DNAse, and the RNA purified by high-performance liquid chro-

matography  and  tangential  flow  filtration.  The  buffer  can  be

exchanged to remove unwanted salts or other reaction by-products,

and the resultant highly purified RNA can then be mixed with the

components of the  lipid nanoparticle to produce the final  vaccine,

which is then ready for filling bottles. Nothing was grown, no cells

to maintain, no eggs to inject, no  chickens, nothing. The whole

reaction process takes hours, not weeks or months. The only lim-

itation is the availability of the required nucleotides,  cap compound,

and lipid components. If you want to redesign the  vaccine sequence,

it’s as simple  as programming a new  one into the  computer. The

entire process is automatable.

  In summary,  mRNA  vaccine technology is not new. It has been

in development for decades. The success of this  vaccine vector during

the  COVID-19 pandemic underscores its advantages. The  vaccine is

easily programmable, can be developed quickly, and is straightfor-

ward to manufacture. The success of the Pfizer and Moderna vac-

cines, coupled  to their relative safety and efficacy, has provided a

roadmap for new  vaccine production. Already,  mRNA vaccines tar-

geting  influenza are in clinical trials. It is not far-fetched to imagine

this technology replacing the antiquated and cumbersome egg-based

approach for flu virus manufacturing. Other viral diseases are likely

to be targeted by this approach. It is interesting to speculate that one

day  mRNA  therapeutics  might  do  more  than  train  our  immune

systems to fight disease. Perhaps with advances in delivery systems,

we will be able to use this strategy to deliver beta-globin  mRNA to

thalassemia patients, SMA1 to  spinal muscular atrophy patients, or
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other gene products to patients with recessive genetic diseases. 

Because manufacture is not challenging, there are a myriad of rare 

and orphan diseases that could benefit from mRNA therapy if the 

delivery problem can be overcome. Importantly, antisense oligonu-

cleotide technology modifies splicing or reduces mRNA levels 

through RNAse H activity. RNAi drugs work by destroying target 

mRNAs. But mRNA vaccine technology, if it could be adapted to a 

more general therapeutic, could be used to replace mRNAs that are 

missing due to the circumstances of our chromosomal inheritance 

from our parents.
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Rewriting the Genome

12.1 Introduction to Genome Editing

Throughout this book, we have learned about several tragic human 

diseases caused by mutations in our DNA. There are many ways that 

mutations can break a gene. We learned about diseases caused by 

autosomal recessive mutations, where two broken copies of a gene 

are inherited, one from Mom and one from Dad. Examples include 

spinal muscular atrophy, Batten disease, and beta-thalassemia. We 

learned about diseases caused by dominant mutations, where a 

mutation in the wrong spot of a gene can cause disease even when 

the other copy works normally. Examples include Huntington’s 

disease and hereditary transthyretin-mediated amyloidosis. We 

learned about the challenges of developing biological therapies to 
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treat these diseases — including protein drugs, antisense oligonu-

cleotides, and RNAi drugs, each of which uses a convoluted strategy 

to modify disease impact without fixing the source — the broken 

DNA we inherited. We also discussed how difficult it might be to fix 

the broken DNA directly. Billions of cells, each with a broken copy 

of the genome. Seems impossible, right?

But what if we could? What if we could develop tools that let us 

correct the mistakes in our DNA that cause disease? If so, we could 

solve the problem, rather than treat the symptoms. Instead of a life-

time of medication, we’d have a real solution. Is it a dream worth 

dreaming? The answer is a resounding yes. Many academics and 

companies have put decades of research into developing genome 

editing technology. Much progress has been made. On December 8th, 

2023, an RNA-guided genome editing therapeutic called Casgevy® 

(exagamglogene autotemcel) was approved by the FDA for treating 

sickle cell anemia [Frangoul et al., 2024; Singh et al., 2024]. The 

same therapeutic was approved to treat beta-thalassemia on January 

16th, 2024 [Singh et al., 2024]. 

12.2 DNA Damage and Repair

Our cells face a constant barrage of events that can damage our DNA. 

Some of these we understand well, including prolonged exposure to 

ultraviolet (UV) light, or carcinogenic chemicals found inside ciga-

rettes and other tobacco products. Others are no less problematic 

but are perhaps less broadly understood. DNA replication introduces 

mismatch errors and can cause double-strand breaks. Transposable 
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genetic elements also cause double-strand breaks as they move  in

and out of chromosomes. Toxic byproducts produced by our own

metabolic pathways, including alkylating agents and oxidative spe-

cies,  can  chemically  damage  our  DNA.  There  is  no  escaping  it!

Instead, our bodies have evolved multiple potent and effective DNA

repair pathways to detect and correct damage when it happens. Let’s

spend some time discussing the types of  DNA damage, and the repair

pathways that exist to correct it.

  The most serious type of  DNA damage is called a double-strand

break [Khanna and Jackson, 2001]. In this form, the sugar phosphate

backbone of both DNA strands is cleaved. Double-strand breaks can

be  caused  by  ionizing  radiation,  certain  chemicals,  transposable

elements, errors during  replication, and  by  the  activity  of certain

protein enzymes [Huang and Zhou, 2021]. There are a few reasons

why this type of break is problematic. First, if the break occurs inside

of a gene, then it can no longer be decoded properly. If that gene is

critical  to cellular  function, the  cell will  die. Also, double-strand

breaks can  lead to  chromosome rearrangements or loss of genetic

material [Richardson and Jasin, 2000]. Broken chromosomes get left

behind during mitosis, so one of the daughter cells doesn’t inherit a

full complement of DNA. These catastrophic events are usually lethal

to a cell if they are not repaired. Sometimes rearrangements can cause

cancer if oncogenes — genes that promote cellular proliferation —

become  dysregulated  [Khanna  and Jackson, 2001]. When  a  cell

detects that a double-strand break has occurred (there are protein

sensors for such things), the cell activates a checkpoint to stall cel-

lular division [Lee  et al., 1998; Waterman  et al., 2020]. This provides
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time for DNA repair pathways to make the repair. You can think of 

a checkpoint like a crankshaft position sensor in a car’s engine. If 

the sensor notices that the crankshaft is not in the correct position, 

it will shut off the car immediately to prevent catastrophic damage 

to the engine.

Once the damage is detected and the cell division cycle paused, 

double-strand break repair pathways begin the repair process (see 

Figure 12.1). There are two major  pathways to affect the repair [Scully 

et al., 2019]. The first is called non-homologous end joining (NHEJ). 

If the two broken ends of DNA are close to each other in physical 

space, protein enzymes work to essentially glue the ends back 

together. This process works well to avoid the problems discussed 

above, but it’s not perfect. First, no template is used to make the 

repair. If the damage that caused the break also damages the bases 

near the break, small deletions or insertions can result [Mullaney 

et al., 2010]. These types of mutations are called indels (insertions- 

deletions). If they occur within the coding sequence of a gene, they 

can shift the frame and inactivate the gene product. But the chro-

mosome remains intact, so issues associated with loss of genetic 

material are minimized. The problem becomes much worse with 

multiple double-strand breaks. The NHEJ repair mechanism might 

not be able to tell which ends to glue together, which can lead to 

chromosome rearrangements [Richardson and Jasin, 2000].

The other major repair mechanism is homology-directed repair 

(HDR). In this pathway, the DNA in the unbroken chromosome is 
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Fig. 12.1.  Two of the repair pathways used to correct double-strand breaks. NHEJ can 
lead to indels as in this example, while HDR can copy the DNA from a template (e.g., 
the sister chromosome). Scientists can add exogenous templates to rewrite the genome.
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used as a guide to direct repair of the broken one [Chatterjee and 

Walker, 2017; Goldfarb and Lichten, 2010]. That is to say, if the DNA 

is broken in the chromosome you inherited from your father, then 

you mother’s copy can be used to template a repair. This form of 

repair is more precise, less prone to insertions, deletions, or other 

forms of errors. It would seem that this form of repair would be 

preferred, but in reality the selection of repair pathway is tied more 

to the stage of the cell cycle when the damage occurred [Chatterjee 

and Walker, 2017] (see Figure 12.2). Cells that are currently under-

going DNA replication (S phase) or preparing to divide (G2 phase) 

are more likely to use HDR than NHEJ. Cells that are undergoing 

normal functions and are not actively dividing are far more likely to 

use NHEJ. Most fully differentiated adult cells in our body use NHEJ 

to repair double-strand DNA breaks. If they are broken beyond repair, 

they undergo a cell death process, and in some cases are replaced by 

Fig. 12.2.  The phases of the cell cycle. Different DNA repair mechanisms are active 
at different times of the cycle of dividing cells.
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new cells that differentiate from a population of progenitor cells 

within a given tissue or organ.

Double-strand breaks are not the only form of DNA damage. 

Errors that occur during DNA replication can lead to a mismatch 

between two bases within a base pair. For example, if one strand 

harbors an A, and the opposite strain harbors a C, the two bases 

cannot pair properly within typical B-form DNA geometry. This 

change in shape is detected by enzymes in the mismatch repair 

pathway, which resolves the problem by nicking the DNA strand 

near the mismatch, removing several bases, then filling in the gap 

with freshly synthesized DNA [Li, 2008]. At a first approximation, 

it would seem this repair pathway would be mutagenic. How does 

the repair machinery know which base in the mismatch is the incor-

rect one? The machinery senses the nicks in the backbone of newly 

synthesized DNA [Bradford et al., 2020]. It uses these nicks to pro-

mote resection and repair of the newly synthesized strand, biasing 

the repair pathway towards preserving the original template strand 

sequence.

The last form of damage and repair that I will discuss is that 

induced by UV damage. Neighboring T bases in DNA sequence can 

form inter-strand covalent crosslinks when exposed to short wave-

length UV light (see Figure 12.3). These crosslinks, called thymine 

dimers, must be resolved for DNA to be transcribed or replicated 

[Beukers et al., 2008]. The presence of these DNA lesions can be 

detected in one of two ways. First, as in mismatch repair, distortions 

to the geometry of the DNA backbone are detected. Endonucleases 
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nick the DNA backbone upstream and downstream of the lesion, 

and the damaged nucleotides are displaced [Knips and Zacharias, 

2017]. Then, a polymerase fills in the gap that’s formed, using the 

undamaged strand as a template. This form of DNA repair is called 

global genome nucleotide excision repair, and mutations in this 

repair pathway cause the disease xeroderma pigmentosa [Schul et al., 

2002]. The second way this type of damage is detected is by the 

transcription process. If an RNA polymerase encounters a lesion it 

cannot transcribe through, like a thymine dimer, it stalls. The stall 

recruits the DNA damage repair machinery to the site of the stall, 

where enzymes cleave and repair the damaged DNA [Fousteri and 

Mullenders, 2008]. This is called transcription-coupled nucleotide 

Fig. 12.3.  The chemical structure of thymine dimers, where UV damage causes two 
adjacent T nucleotides to crosslink together. From coordinates 1RYR [Ling et al., 2003].
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excision repair, and it provides a mechanism to sense damage in 

actively transcribed genes, where repair is most important. As such, 

our cells have a global surveillance mechanism and a targeted sur-

veillance mechanism to ensure damaged DNA is repaired in a timely 

fashion.

DNA is being damaged all the time, in all cells of our bodies, due 

to a variety of exogenous and intrinsic damaging agents. Multiple 

repair pathways exist to repair the various types of DNA damage that 

occur. I only described a few, and there are many more. Could it be 

possible to direct the DNA repair machinery to correct an inherited 

DNA mutation? One that breaks the function of a gene? In such 

cases, there is no mismatch or chemical lesion to direct the repair. 

Could we develop pharmaceuticals or biologicals to direct a repair 

to a desired location? Can we tell cells which strand to fix? Can we 

make it efficient enough to use in a therapeutic context? These are 

the outstanding questions in the burgeoning field of therapeutic 

genome editing. In the next sections, I’ll provide a brief history of 

the field. In the final chapters, I’ll describe the current state of the 

art, and arising ethical considerations that we must consider.

12.3 Targeted Double-Strand DNA Cleavage

We know that double-stranded DNA breaks can induce repair by 

homologous recombination with an intact chromosome. But can it 

repair the break using exogenous DNA provided by a researcher or 

healthcare provider? If we can cleave DNA in a broken gene, and 

provide the cell with a double-stranded DNA template to repair the 

221

https://pezeshkibo
ok.com



Part I I I :  

break, could we rewrite the genome? Let’s say there is a mutation in 

the beta-globin gene that perturbs splicing. Could we cut the gene 

near that mutation, and then repair it with a template that restores 

the normal splicing pattern? That is the goal of genome editing, to 

correct deleterious mutations right in the DNA, curing the disease 

that it causes directly at the source of the problem. But how can we 

do this? How do we 1) cut genomic DNA right at exactly the right 

place, 2) introduce exogenous DNA into the nucleus of a cell so it 

can template the repair, and 3) edit enough cells to confer a thera-

peutic benefit? These are very tough problems. We also know that 

double-strand breaks can be dangerous. What if the repair doesn’t 

work? What if there are chromosome rearrangements, or large dele-

tions that kill the cells? If we can figure how to edit, can we make it 

safe?

12.4 Restriction Enzymes

From the 1970s to the 1980s, the era of molecular biology and 

recombinant DNA technology was brought about by the discovery 

and application of double-stranded DNA endonucleases (DNA- 

cleaving enzymes) called “restriction enzymes” [Loenen et al., 2014; 

Roberts et al., 2010]. Bacteria are in a constant life or death struggle 

with bacteria-specific viruses called bacteriophages (see Figure 12.4). 

Most known bacteriophages have a DNA genome [Iglesias et al., 

2024]. Like human viruses, bacteriophage package their genome 

inside a protein shell called the head. They have surface proteins 

that form leg-like structures called tail-fibers. Like SARS-CoV-2 Spike, 
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the tail fiber proteins recognize structures on the surface of the host 

bacteria. When they do, the virus forms a pore in the bacterial mem-

brane and injects its DNA inside.

Bacteria make restriction enzymes to fight off bacteriophage 

infections. The role of the restriction enzymes is to destroy bacte-

riophage DNA while leaving the bacteria’s own DNA intact [Loenen 

and Raleigh, 2014]. How does that work? Most bacteria modify their 

DNA with methyl groups [Marinus and Løbner-Olesen, 2014]. The 

bacteriophage DNA lacks these modifications, so the restriction 

Fig. 12.4.  Structure of bacteriophages. Like human viruses, the capsid proteins form 
a shell coat that holds the bacteriophage genome. The tail complex acts like a stopper, 
preventing the DNA from leaking out. It also recognizes the bacteria surface. The struc-
ture is rendered from coordinates 8I4L and 8I4M [Cai et al., 2023].
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endonucleases can cleave the viral DNA without cleaving the host’s

own DNA. If it works, the bacteria lives, and the  bacteriophage dies.

If it doesn’t, then the infection takes over, the bacteria produce thou-

sands of new  bacteriophage virions, then the cell lyses and the new

virions emerge to infect neighboring cells. These kinds of events are

happening all day every day, everywhere on the planet, right in front

of us but out of sight, hidden in the microscopic world [Safari  et al.,

2020]. Evolution happens in real time, survival of the fittest is real-

ity. Adapt or die.

  Restriction enzymes catalyze double-strand DNA breaks. Most

restriction enzymes have some sequence specificity [Roberts  et al.,

2010]. That  is to say  they don’t cleave every  sequence, just those

that they are  capable  of binding. One  of the most widely  studied

(and used) restriction enzymes is EcoR1 [Halford  et al., 1979]. This

enzyme  was  found  in  Escherichia  coli  strain  RY13.  It  cleaves

double-stranded  DNA  with  the  sequence  5′-GAATTC-3′  (see

Figure  12.5). Note that this sequence is  structurally palindromic;

the  complementary strand has the identical sequence. EcoR1 cuts

between the G and A on both strands, generating a double-strand

break where each end has a four-nucleotide-long overhang.

  Could  we  use  EcoR1  to  cleave  human  DNA  to  generate  a

double-stranded break that could be repaired by HDR? In theory yes,

if there is a target GAATTC site (called a restriction site) for EcoR1

near the  mutation that needs to be repaired. But there is a problem.

There are many EcoR1 sites in the human  genome. Let’s do a quick

back of the envelop calculation. Let’s assume that all four bases are

present in the  genome at equal amounts — 25% each (they aren’t, it’s
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  Fig.  12.5.  The crystal structure of the EcoR1  restriction  enzyme. This protein is
homodimeric and recognizes a self-complementary sequence (GAACTT). The structure
is rendered from coordinates 1ERI [Kim et al., 1990].

closer to 30% A, 30% T, 20% G, and 20% C, but let’s keep the math

simple). As such, the probability that a given base is “G” is ¼. Since

there are six nucleotides in the recognition site, the math becomes

1/(4^6), or 1 in 4,096 bases. On average, we would expect to find

one EcoR1 site in just over 4 kilobases of DNA. The human  genome

has approximately 3  ×  109  (3 billon) base pairs. As such, we would

expect to find 732,324 EcoR1 sites in the human  genome. If we tried

to cleave the  beta-globin gene, we might be successful, but we’d also

risk cleavage at hundreds of thousands of other positions. Not good!

To theoretically achieve specific recognition, we would need to rec-

ognize a minimum 16 base pairs (1/(4^16)  =  1 per 4.3 billion). If we

https://pezeshkibook.comion  enzyme that cuts a 16-base pair 

sequence, we would still have the problem of location. To instigate 

HDR, the cut
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would need to occur in the gene we want to edit. The odds of finding

a  restriction  enzyme with that much specificity that targets one site

in exactly the right gene is astronomically small.

  Most  restriction  enzymes  like EcoR1  cleave  DNA  with  some

sequence preference, recognizing four to eight base pair motifs with

some degeneracy in the recognition pattern [Roberts  et al., 2010].

However, in the early 1980s, a new type of  restriction  enzyme called

type IIS was discovered. Enzymes in this class recognize a specific

sequence, but rather than cleaving within the sequence, they cleave

the DNA downstream [Hiroyuki and Susumu, 1981]. The first exam-

ple  of  this  class  was  cloned  from  the  bacterium  Flavobacterium

okeanokoites, a marine species sometimes found in fish. The  enzyme

Fok1  recognizes  a  five-nucleotide  non-palindromic  sequence

5′-GGATG-3′, but it cleaves the DNA downstream by nine nucleotides

on one strand and 13 nucleotides downstream on the other. What’s

interesting about this  enzyme is that the DNA recognition portion

and the DNA cleaving portion are functionally separable [Wah  et al.,

1997]. That suggests we might be able to engineer the DNA-binding

domain to retarget the  nuclease domain to a different sequence. If

we can figure out how to control the specificity, so it recognizes a

longer sequence, we could reduce the number of targetable sites in

the  human  genome,  possibly  down  to  a  unique  position  of  our

choosing.

  That was  the  concept  that  led to  the  first-generation  genome

editing tool, the zinc-finger nucleases (ZFNs, see  Figure  12.6) [Cath-

omen and Keith Joung,  2008; Kim  et al., 1996]. ZFNs are hybrid

proteins that fuse a specific DNA-binding domain from a zinc finger
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Fig.  12.6.   Fok1 is a type IIS  restriction  enzyme and has separable DNA recognition 
and cleavage domains. It cleaves DNA downstream from its recognition sequence. This
enabled protein engineers to fuse the nuclease domain to modular zinc finger DNA-
binding proteins to enhance the specificity of the nuclease. The structure is rendered from
coordinates 1FOK [Wah et al., 1997].

protein to the  nuclease domain of Fok1, retargeting it to a new posi-

tion.  Zinc-finger  DNA-binding  proteins  are  naturally  occurring

proteins that recognize DNA with high affinity and specificity [Laity

et al., 2001]. They are usually involved in regulating the  transcription
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of other genes in  the  genome.  They bind  to target sequences and

initiate a process that recruits RNA  polymerase to a specific gene.

They typically contain multiple zinc finger domains, enhancing their

specificity so they only bind to the right genes at the right time and

place. Sounds promising!

  In 1996, Dr. Srinavasin Chandrasegaran’s lab at Johns Hopkins

University in Baltimore published the first example of an engineered

ZFN, fusing two engineered zinc fingers to the  Fok1  nuclease domain

to make new artificial type IIS restriction enzymes  that cut novel

DNA sequences [Kim  et al., 1996]. By 2003, Dr. Dana Carroll’s lab

at the University of Utah engineered a dimeric  ZFN where cleavage

would require the association of two engineered zinc fingers each

recognizing nine base pairs, increasing the targeting site to 18 nucle-

otides, solving the specificity problem [Bibikova  et al., 2003]. They

used this  enzyme  to break the gene  called “Yellow” in  Drosophila

melanogaster  genome, demonstrating the principle of  ZFN-guided

genome editing in a model organism (D. melanogaster  is a common

type  of fruit fly). At  the  same  time,  Dr.  David  Baltimore’s  lab  at

CalTech used a similar approach to show gene editing in human cell

culture  [Porteus  and  Baltimore,  2003].  The  years  that  followed

included  many  additional  breakthroughs,  optimizations,  and

improvements to the  technology, all aimed at improving targeting

efficiency of the nucleases to new sequences while minimizing the

risk of off-target cleavage.

  ZFNs aren’t the only hybrid gene editing agents that have been

developed.  TALE-endonculeases, or TALENs for short, are like ZFNs

in  that they fuse  a heterodimeric  variant  of the Fok1  restriction

228

https://pezeshkibook.com



 

 

 

enzyme  cleavage  domain  to  a  sequence-specific  DNA  binding

domain, in this case  from the  transcription activator-like effector

(TALE) proteins [Boch  et al., 2009; Moscou and Bogdanove, 2009].

TALEs are secreted by some bacteria that infect plants to manipulate

gene expression in plant cells [Boch and Bonas, 2010]. TALEs are

characterized by  a repetitive and  modular DNA-binding domain,

meaning it’s comparatively easy to engineer designer TALEs to target

different, even long, sequences. Several labs described the  use  of

designer TALEs fused to the Fok1  nuclease domain to target cleav-

age of new DNA sequences [Gaj  et al., 2013]. Many more showed

these enzymes could be used to do  genome editing in model organ-

isms and in human cell culture. Their advantage of TALE domains

is  their  modularity,  which  makes  designing  TALENs  less  of  an

empirical process.

12.5  ZFN and TALEN Therapeutics

By 2018, Sangamo Therapeutics filed an investigational new drug

using  ZFN technology called  ST-400/BIVV003 with the Food and

Drug Administration (FDA) [Lessard  et al., 2024].  ST-400 is a  ZFN

that  targets  the  BCL11A  gene  in  hematopoietic  stem  cells.  As

described  in Chapter  2,  the globin gene locus contains multiple

beta-globin  like  genes,  including  gamma-globin,  a protein  with

similar properties to  beta-globin that is used to make fetal  hemoglo-

bin (see  Figure  2.4). After birth, it is shut off, and  beta-globin takes

over. BCL11A is the off switch [Bauer  et al., 2013]. Expression of

BCL11A in post-natal hematopoietic stem cells  shuts off gamma-

globin  expression,  thus  forcing  the  use  of  the  beta-globin  gene.
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ST-400 cleaves an enhancer segment in the BCL11A gene needed for 

its production specifically in hematopoietic stem cells [Lessard et al., 

2024]. By breaking transcription activation of BCL11A, this repres-

sive protein is no longer made, the gamma-globin genes turn on, 

and fetal hemoglobin production is reactivated. Patients with trans-

fusion-dependent beta-thalassemia can’t make normal hemoglobin 

on their own. Reactivating fetal hemoglobin in these patients allows 

them to make enough functional hemoglobin to avoid transfusions, 

with all the concomitant risks and side effects. 

How is ST-400 therapy administered? Patients are given a hor-

mone (recombinant human granulocyte colony stimulating factor) 

that induces hematopoietic stem cell release from the bone marrow 

into the peripheral blood [Russell et al., 1993; Weaver et al., 1993]. 

They are harvested from patients by a process called plasmapheresis. 

Once isolated, the cells are treated in a laboratory setting with ST-400 

to edit the DNA in the genome as described above [Lessard et al., 

2024]. Once edited, the cells are returned to the patient using stan-

dard autologous stem cell transplantation methods. The key feature 

of this approach is that cells aren’t edited while they are in the patient 

(see Figure 12.7). They are edited ex vivo, which means they are 

removed from the patient before treatment. As a result, not all cells 

are exposed to the editing reagents. Just the cells that need to be 

treated. Also, it is much easier to deliver editing reagents to isolated 

cells in culture than in the human body. Reagents that might trigger 

an immune response in our blood can be used without concern in 

cell culture. The final thing to make note of is that the edits don’t 

230

https://pezeshkibo
ok.com



actually repair the beta-globin gene. It remains broken. The edits 

reduce the expression of another gene (BCL11A) to achieve a ther-

apeutic effect. ST-400 doesn’t activate HDR [Lessard et al., 2024]. 

Instead, the inactivation of BCL11A relies upon imprecise NHEJ 

repair mechanism. This simplifies the therapy and makes it poten-

tially beneficial to a variety of patients with different mutations in 

the beta-globin gene.

A phase 1/2 clinical trial named PRECIZN-1 to assess safety and 

efficacy of ST-400 in patients is underway, and interim results were 

published in October 2024 [Lessard et al., 2024]. Seven patients were 

enrolled in the study. Cell editing percentage of the infused cells 

ranged from 56–78%. Six of the seven patients have been followed 

for at least 40 weeks. Of these, five of the six participants showed 

Fig. 12.7.  Ex vivo editing of hematopoietic stem cells (HSCs). Patient cells are recov-
ered from peripheral blood and cultured in a laboratory. The cells are treated with 
editing reagents, then the modified cells are selected and expanded. The edited cells are 
then infused back into the patient to correct the disease state. 
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durable  expression of fetal  hemoglobin for the duration of  their

follow-up, with fetal  hemoglobin levels ranging from 29.7% to 54.3%.

All five of these patients experienced no vaso-occlusive crises (VOCs)

during the monitoring  period. One  patient  had fetal  hemoglobin

levels  that dropped below 15%  by week 26 post-treatment. This

patient experienced three VOCs during the study period. As such,

the preliminary estimates show 83% efficacy at eliminating VOCs in

sickle cell disease (SCD) patients. The treatment was reasonably well

tolerated by the patients, with adverse events being linked to  mye-

loblastive treatment, anxiety, and a possible drug interaction. Larg-

er-scale studies will be needed to establish efficacy and safety in a

broader population. As of today, there are no phase 3 trials planned

for  ST-400. This is possibly due to the recent FDA approval of two

alternative  SCD  therapies, which will be discussed in subsequent

sections.

  Other clinical trials with ZFNs are ongoing. A Sangamo-driven

gene editing treatment for hemophilia is in the late stages of a phase 3

clinical trial with promising early results [Leavitt  et al., 2024]. Other

gene  editing therapies are in  trials to treat Fabry disease, kidney

transplant rejection, and chronic neuropathic pain. Clinical trials

using TALENs include the development of CAR-T cells (a  genome-ed-

ited  T-cell variant trained to target cancer cells) to target multiple

myeloma, acute lymphocytic  leukemia, and large B-cell lymphoma,

all  devastating  cancers  of  the  blood  and  marrow.  Time  will  tell

whether these therapies will be safe and effective. We remain in early

days with  this technology, and its utility and broad applicability

remain to be seen.
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12.6 Viral Genome Integration

Some viruses infect our cells by integrating their DNA into our 

genome [Johnson et al., 2021]. The human immunodeficiency virus 

(HIV) is a well-known example. HIV is a lentivirus, which is a sub-

type of viruses known as retroviruses. Like SARS-CoV-2, West Nile 

virus, and the influenza viruses, HIV (encompassing both HIV-1 and 

HIV-2 subtypes) has an (+)-strand single-stranded RNA genome, a 

protein capsid shell, and an envelope surrounding it [Sierra et al., 

2005]. However, the viral replication cycle is quite different from the 

viruses we have discussed before (see Figure 12.8). HIV specifically 

targets cells of the immune system, especially CD4+ T cells, macro-

phages, and microglial cells. Upon infection, the envelope glycopro-

tein on HIV virions (gp120) interacts with CD4 receptors and CCR5 

co-receptors on the surface of its target cells, leading to receptor- 

mediated endocytosis and fusion of the viral envelope with the cell 

membrane. Once inside, viral RNA and non-structural proteins are 

released from the capsid. Unlike the other virus we discussed, the 

viral genome isn’t immediately translated. A viral enzyme called 

reverse transcriptase, an RNA-dependent DNA polymerase, converts 

the single-stranded viral RNA genome into double-stranded DNA 

[Hu and Hughes, 2012]. This DNA is transported into the nucleus, 

where a second viral protein called integrase binds to the viral DNA, 

makes a double-strand break in the host cell genomic DNA, and then 

pastes the viral DNA into the cut site to repair the break [Engelman, 

2019]. As such, the HIV virus genome becomes a part of the host 

cell’s DNA. The cell is hijacked to make viral mRNAs and proteins. 
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Fig.  12.8.   Retrovirus infection and DNA integration. Retroviruses like HIV enter cells
through receptor-mediated  endocytosis. After escape from the endosome, the RNA  genome
inside the viral capsid is reverse transcribed, and the viral DNA is delivered to the  nucleus
through the nuclear pore. Viral integrases insert the viral DNA into the host chromo-
somes. Viral DNA is then used as a template to make viral mRNA and proteins like any
other gene.

Because  the  genome has become  part of the host, it is incredibly

challenging to get rid of it until the cell that was infected dies.

  There has been great interest in engineering recombinant retro-

viruses to integrate  human genes rather than viral  genes to treat

234

https://pezeshkibook.com



genetic disease [Wolff and Mikkelsen, 2022]. To engineer a virus for

successful  therapy, it is necessary to  achieve the following  goals.

First, the engineered virus must be incapable of replicating or spread-

ing both inside the treated patient and beyond. Second, the viral

genome must have sufficient space to contain the gene to be replaced.

Some human genes are big and might not fit. Last, the engineered

virus must be capable of targeting cells that are affected by the genetic

mutation in patients. You wouldn’t want to treat patients with  spinal

muscular atrophy with a  gene therapy vector that targets immune

cells, as the motor neurons are the cells that need the therapy!

  The concept of retroviral vectors for  gene therapy emerged in the

early  1980s, when Dr. David  Baltimore’s  lab  found that Moloney

Murine  Leukemia Virus (a type of  retrovirus) could be engineered

to incorporate non-viral RNAs into viral packages as long as they

maintained a viral packaging sequence on their 5′  ends [Mann  et al.,

1983]. In combination with engineered “helper” cell lines that pro-

duced essential viral packaging  proteins, this system enabled the

production  of transgenic  viral virions capable of integrating into

target genomes without ever producing replication-capable virus.

Dr.  Howard Temin’s lab  at the University  of  Wisconsin  Madison

engineered a  similar system in Avian Reticuloendotheliosis  Virus

(another simple  retrovirus) [Watanabe and  Temin, 1983]. Similar

systems were soon developed for  HIV-1 and other lentiviruses. As

an  aside,  both  the  Baltimore  lab  and  the  Temin  lab  were  inde-

pendently  responsible for  discovering that RNA-dependent  DNA

polymerase  activity  was  required  for  Minute  Virus  of  Mice  and

Respiratory Syncytial Virus replication [Baltimore, 1970; Temin and
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Mizutani, 1970], respectively, and shared the Nobel prize for that 

discovery in 1975 along with Dr. Renato Dulbecco. These discover-

ies paved the way for the development of engineered retroviral 

vectors for gene replacement therapy.

12.7 Retroviral Gene Therapy in the Clinic

The first attempt at human gene therapy with retroviral vectors began 

in 1990 [Muul et al., 2003]. Some patients with severe combined 

immunodeficiency (SCID, not to be confused with sickle cell disease, 

SCD) have an autosomal recessive loss of the gene adenosine deam-

inase (ADA). People with ADA-SCID have an extremely weakened 

immune system and suffer from frequent viral, bacterial, and fungal 

infections, chronic gastrointestinal issues, growth and developmen-

tal delays, and are frequently deaf [Flinn and Gennery, 2018]. The 

ADA gene is expressed in all tissues, but the symptoms caused by 

the disease lie primarily in the immune cells. The absence of ADA 

leads to the accumulation of toxic metabolic products that limit 

immune cell differentiation. It was reasoned that if a retroviral gene 

therapy could provide a working copy of the ADA gene into the 

immune cells of patients with ADA-SCID, immune function could 

be restored, limiting the impact of the symptoms of this devastating 

disease, allowing patients to lead a normal life.

The first-of-its-kind clinical trial enrolled two patients, both young 

children [Blaese et al., 1995]. Neither patient was a candidate for 

hematopoietic stem cell transplant therapy as neither had a matched 

familial donor. Both patients were currently receiving enzyme 
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replacement therapy (ERT), where the biological medication PEG-

ADA was being injected to limit the symptoms of the disease [Booth

and Gaspar, 2009]. In  the  trial,  T cells were  recovered  from the

patients’ peripheral blood and induced to grow in a laboratory. The

cells were treated  ex vivo  with a gamma-retroviral vector encoding

the ADA gene, then expanded in cell culture. These cells were rein-

fused into the patients without preconditioning, meaning that the

patients’ bone marrow cells were not destroyed prior to reinfusion.

  Both patients showed immune function gains, but only patient

one showed durable expression of ADA [Muul  et al., 2003]. Gene

transfer in patient two was shown to be inefficient, and it remained

possible that the benefits observed for both patients over the study

were due to simultaneous treatment with ERT. Subsequent trials that

attempted to transduce the ADA gene into hematopoietic stem cells

failed, as no additional benefit above ERT was observed, and treated

patients could  not safely  withdraw from ERT [Aiuti  et al.,  2002;

Ferrua and Aiuti, 2017].

  Outcomes were worse for retroviral gene  therapies for another

form of  SCID, in this case an X-linked version of the disease called

SCID-X1.  Patients  with  SCID-X1  don’t  produce  the  interleukin

2  receptor gamma (IL2RG) gene, and as such don’t develop mature

T  cells  [Noguchi  et   al.,  1993;  Puck  et   al.,  1993].  Multiple  trials

of  SCID-X1  patients  were  launched  to  test  the  efficacy  of  next-

generation retroviral vectors in restoring IL2RG to patient immune

cells to treat the disease [Hacein-Bey-Abina  et al., 2002; Hacein-Bey-

Abina  et al., 2003; McCormack  et al., 2003]. Unlike previous trials,

the patients were not on ERT in hopes that the genetically modified
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cells received in the treatment would have a better chance of popu-

lating the marrow over untreated cells upon reinfusion. Sadly, five 

of the 20 patients developed T-cell leukemia following therapy 

[Hacein-Bey-Abina et al., 2003; McCormack et al., 2003]. In four of 

these patients, the retroviral vector encoding IL2RG integrated into 

the genome near the LMO2 gene leading to overexpression of this 

protein [Davé et al., 2009].

LMO2 is an oncogene that is frequently overexpressed in leuke-

mias. Subsequent studies suggested the high frequency of insertion 

into the LMO2 gene is because LMO2 is expressed early in the pro-

cess of T cell differentiation [Nam and Rabbitts, 2006]. In short, the 

random integration of the viral genome is not as random as thought. 

Genes that are actively expressed are more likely to be targeted 

[Weidhaas et al., 2000]. Also, LMO2 promotes cell proliferation and 

growth. When this gene is hyperactivated, those cells outcompete 

others in the population, making them more likely to be infused into 

patients [Kennedy et al., 2011].

This tragic outcome led to the discontinuation of the trials and 

slowed the progression of retroviral gene therapy for many years. 

Nevertheless, the treatment was effective at limiting the impact of 

SCID-X1, even in patients who required chemotherapy for the 

therapy-induced leukemia [Cavazzana et al., 2016]. It’s also import-

ant to note that ADA-SCID patients that were treated in follow-up 

clinical trials using next-generation retroviral vectors showed simi-

larly high clinical benefit, but without any evidence of leukemia 

[Ferrua and Aiuti, 2017]. This intriguing outcome suggests that the 
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high rate of adverse events may have some dependence on the gene 

that is being replaced. 

12.8 Retroviral Gene Therapy for Sickle Cell Disease

On December 8th, 2023, the FDA approved a retroviral therapy for 

treating sickle cell disease (SCD, not to be confused with SCID). 

Patients with SCD have specific mutations within the beta-globin 

that cause the protein to misfold. The misfolded protein polymerizes, 

causing the red blood cells to twist into an unusual sickle-like shape 

[Kavanagh et al., 2022]. The protein in the polymer cannot be incor-

porated into hemoglobin, so patients with SCD have similar issues 

as patients with beta-thalassemia, plus additional consequences 

caused by blood vessel blockages due to the unusually shaped blood 

cells.

The approved treatment, called Lyfgenia® (lovotibeglogene auto-

temcel, Bluebird Bio), uses the stem cell harvesting, editing, and 

transplant approach described above, but it makes use of a more 

advanced lentiviral vector compared to the SCID therapies [Kanter 

et al., 2022]. Clinical trials showed the treatment to be 88–94% effec-

tive in reducing or eliminating vaso-occlusive events (blood vessel 

blockages) caused by sickling after up to 18 months of evaluation, a 

remarkable outcome! Having said that, several experienced adverse 

events of varying degrees. However, it was noted in the prescribing 

information that two patients treated in early trials (group A) with 

a different lovotibeglogene autotemcel manufacturing procedure 
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developed leukemia and have subsequently died [Goyal et al., 2022]. 

As such, the risk of blood malignancies remains a possible outcome 

of retroviral gene therapies, and physicians must weigh the benefits 

and risks, as well as the need to monitor for neoplasm development, 

when they consider this treatment.

Ideally, the future of genome editing includes 1) targeted integra-

tion of genes into the genome while bypassing the risk of activating 

oncogenes, 2) the utilization of stable non-integrative viral vectors 

that don’t damage the DNA, or 3) repair of endogenous genes using 

targeted genome cleavage with HDR. The next chapter will focus on 

a revolution in targeted genome editing that happened in the last 

15 years. This revolution is driven by a bacterial enzyme known as 

Cas9, a double-stranded DNA endonuclease that can be easily tar-

geted to almost any site in the genome using an RNA guide, making 

the third option plausible.
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The CRISPR Revolution

13.1 Cas9: The Game Changer

In October of 2020, the Nobel committee awarded Dr. Jennifer 

Doudna from the University of California Berkeley and her collab-

orator Dr. Emmanualle Charpentier, then working at the Umeå 

University in Sweden, the Prize in Chemistry for their discovery that 

Cas9 is an RNA-guided double-stranded DNA endonuclease that 

could be retargeted to cut nearly any sequence [Jinek et al., 2012]. 

Dr. Doudna and Dr. Charpentier were working together to unlock 

the biochemical properties of type II CRISPR systems. CRISPR, which 

stands for clustered interspersed short palindromic repeats, had 

recently been shown to act as an innate bacterial immune system, 
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protecting host bacteria from being re-infected with  bacteriophage

that had been encountered in its recent history [Barrangou  et al.,

2007]. In short, it had been discovered that bacteria with  CRISPR

systems had developed a way to target and destroy  bacteriophage

experienced many generations ago and could pass on that memory

to their daughter cells every time they divide.

  What made the type II system special is that unlike other  CRISPR

systems, the effector  enzyme was a single protein, and that protein

used an RNA guide made from a sequence found in the  bacteriophage

to target new  bacteriophage genomes should they ever be encoun-

tered again [Chylinski  et al., 2014]. Remember that  bacteriophage

vs. bacteria is a never-ending struggle, and rapid evolution leads to

some interesting solutions to the problem of survival [Safari  et al.,

2020].

  The type II system that  Dr. Doudna  and Dr. Charpentier were

studying came from a bacterial species called  Streptococcus pyogenes.

Dr. Charpentier  is a renowned  bacterial geneticist who had been

working on the  “Spy”  type  II  CRISPR system for many  years  [Le

Rhun  et al., 2019] (see  Figure  13.1). She enlisted Dr. Doudna, an

outstanding RNA biochemist and structural biologist, to work with

her on defining  the mechanisms at work in the system. Together

they showed both in bacteria and in test tubes that the  Cas9  enzyme

cleaves DNA that is  complementary to a crisprRNA (crRNA) made

from  the  CRISPR palindromic repeat region  [Jinek  et al., 2012].

Efficient cleavage required a structural RNA also produced from the

CRISPR locus called the  tracrRNA (pronounced “tracer”). The  tra-

crRNA formed a complex with the cRNA and the  Cas9 protein to
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  Fig.  13.1.  Type II  CRISPR effector complex. This example includes a  Cas9 protein
(gray shape), a crRNA, and  tracrRNA. The  tracrRNA and crRNA form a complex 
recognized by  Cas9. This effector complex binds to target DNA that is  complementary 
to the  guide RNA and adjacent to a  PAM sequence. If the guide pairs with the DNA, it 
forms an R-loop, and the DNA is cut on both strands by the  Cas9 protein (arrows).

form a  complex that could cleave any  DNA  sequence  that corre-

sponded to the  CRISPR RNA. Well, almost any sequence. The target

DNA  required  the  sequence  “NGG”  upstream  from  the  pairing,

known as the  PAM site [Jinek  et al., 2012]. That requirement prevents

Cas9 from cleaving its own  CRISPR locus! Importantly, Doudna and

Charpentier showed that the  tracrRNA and the crRNA could be fused

together into a single molecule. The result was a “restriction  enzyme”

with one protein and one RNA that could be targeted to cleave almost

any DNA sequence. They demonstrated this retargeting capacity by

engineering  Cas9 to cleave a plasmid encoding the  green fluorescent

protein gene in multiple places.

  Intriguingly, the  complementary region between the RNA and the

DNA was 20 nucleotides in length, and the majority of those mattered

for efficient cleavage [Jinek  et al., 2012]. Like restriction enzymes,

Cas9 causes a double-strand DNA break. Like ZNFs and TALENs,
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the  enzyme  could be  targeted to non-native  sequences. And  the

distinct advantage of  Cas9 over ZNFs and TALENs is that the protein

portion remains the same; retargeting  Cas9 only requires only a new

guide  RNA  sequence.  The  specificity  from  complementary  base

pairing was more than enough to ensure specific  targeting in  the

human  genome, and the diversity of sequences that could be targeted

was much greater than the hybrid protein nucleases. The  ZFN and

TALEN systems could be engineered to target new sequences, but

DNA-binding  domains  are  more idiosyncratic  in  their ability to

discriminate between different sequences [Periwal, 2016], while the

rules of RNA-DNA hybridization are well characterized and easy to

design around.

  I would be remiss if I did not mention that another lab, run by

Dr. Virginius Siksnys at Vilnius University in Lithuania, demonstrated

at about the same time that  Cas9 is an RNA-guided DNA endonu-

clease using similar experiments [Gasiunas  et al., 2012]. The Siksnys

group had not yet discovered the role of the  tracrRNA, nor that the

crRNA and  tracrRNA could be fused into a single molecule, but they

did show that  Cas9 is an RNA-guided double-stranded DNA endo-

nuclease. Their work helped pave the way for what came next, which

was an explosion in the use of  genome editing technology in labs all

over the world.

  In short order,  Cas9 was shown to work in human cell culture

in three  independent  labs [Cong  et   al.,  2013;  Jinek  et   al.,  2013;

Mali  et al., 2013]. It was also shown to work in many model organ-

isms [Chen  et al., 2013; Chiu  et al., 2013; Dickinson  et al., 2013;

Friedland  et al., 2013; Hwang  et al., 2013; Katic and Grosshans, 2013;
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Tzur et al., 2013; Waaijers et al., 2013; Wang et al., 2013]. It has 

made the study of gene function easy. We now have a tool that lets 

us rewrite the genome in ways that we think will be interesting. In 

short, it has transformed biomedical research. My own lab uses Cas9 

to do genome editing in the worm Caenorhabditis elegans in our 

research to study maternal mRNA regulation and reproductive biol-

ogy [Albarqi and Ryder, 2021; Antkowiak et al., 2024; Brown et al., 

2024]. We use the technology to insert reporter genes into any spot 

in the genome that we chose. We use it to make mutants, including 

both knockouts and precision mutants where single nucleotides are 

changed. We use it to answer all the questions that we never could 

before using pre-existing technology. It changed the way I approach 

science. And I am not alone. This technology has changed the world.

I should disclose that I know Dr. Doudna well. I worked in her 

lab briefly as a first year Ph.D. student in the Department of Molec-

ular Biophysics and Biochemistry at Yale University in 1996. 

I attended her lab’s group meetings for many years while a graduate 

student, and I consider her, her husband Jamie, and many others 

who trained in her lab friends. Dr. Doudna is a passionate researcher, 

an excellent mentor, and a consummate professional. 

13.2  Genomes, Genetics, and Yogurt: The History  

of CRISPR

What in the heck are type II CRISPR systems and where do they 

come from? It’s hard to understand the value of Cas9 without  

learning a little bit of the history of CRISPR. In 2000, Mojica et al. 
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discovered that bacterial and archaeal genomes frequently contained 

short repetitive elements that were always spaced apart by a fixed 

number [Mojica et al., 2000] (see Figure 13.2). The spacers in 

between the repeated elements did not seem to have any conservation 

between species, but the elements themselves did. They were dis-

covered computationally by gazing through the genomes of many 

sequenced bacteria species. There was no known function. A couple 

  Fig.  13.2.  Type II  CRISPR locus and crRNA processing. This example, from S. pyogenes,
encodes four Cas proteins (Cas9, Cas1,  Cas3, and Csn2), a  tracrRNA, and a  CRISPR
repeat region. The repeats contain both repeated sequences (black bars) and spacer
elements (gray rectangles). The gray rectangles correspond to sequences found in past
infections and are known as spacers. The entire repeat region is produced as a single
transcript, then processed into mature crRNA by an RNAse III  enzyme along with the
tracrRNA. The final mature RNA complex is loaded into  Cas9.
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years later, Jansen  et al.  discovered that these repeat loci, which they

termed  CRISPR, were always found to be flanked by conserved genes,

which they termed  cas, for  CRISPR-associated genes [Jansen  et al.,

2002]. The arrangement and type of the  cas  genes enabled classifi-

cation into different families, or types, yet no obvious function could

be ascribed to these genes. A few years later, it became apparent that

the intervening  spacer  sequences  looked like  bacteriophage and

infectious plasmid DNA sequences, and the idea was born that the

CRISPR locus might be a durable memory of past infections [Mojica

et al., 2005].

  Clear evidence in support of this hypothesis came from Barrangou,

working at Danisco, a Danish food and bioproducts company that

manufactures  Dannon  brand  yogurt,  among  many  other  things

[Barrangou  et al., 2007]. Yogurt contains live  Lactobacillus  bacterial

cultures, and a  bacteriophage  infection that causes the colony  of

Lactobacillus  to crash is a major economic concern for their yogurt

business. Danisco employed many scientists interested in trying to

find ways to preserve their bacterial cultures. In a truly elegant series

of experiments, Barrangou  et al.  showed that the  CRISPR locus acts

to fight off  bacteriophage infection and demonstrated that the new

spacers could be acquired by bacteria from the infecting  bacterio-

phage. Subsequent work in academic labs showed that the  CRISPR

effector  enzyme includes protein and  RNA components, that the

RNA component comes from the  CRISPR locus, and that  bacterio-

phage DNA is targeted by the effector proteins [Westra  et al., 2012;

Wiedenheft  et al., 2012]. Most of that work was done using type I

CRISPR systems. But type II and other  CRISPR systems remained
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mysterious. Dr. Charpentier’s lab focused on sorting out the details 

of the type II system, leading to the discovery of Cas9 and its amaz-

ing enzymatic capabilities [Deltcheva et al., 2011; Jinek et al., 2012].

13.3 The Structure and Function of Cas9

How does Cas9 work? How does it scan through DNA sequences 

looking for the right target site? How does it achieve such exquisite 

specificity? And what is the mechanism by which it cleaves DNA? 

All good questions, and all the subject of much research over the 

last ten years, including multiple high-resolution structures of Cas9 

in complex with a guide RNA and a target DNA [Anders et al., 2014; 

Chylinski et al., 2014; Jiang et al., 2015; Jinek et al., 2014; Nishimasu 

et al., 2015; Nishimasu et al., 2014] (see Figure 13.3). Cas9 has 

multiple domains of structure, suggesting that it is a modular protein 

where different parts perform different jobs. Cas9 can be thought of 

as having seven different structural domains — REC 1, REC 2, REC 3, 

HNH, Ruv-C, bridge-helix, and PAM-interacting. These domains 

are localized into functional lobes. The “recognition lobe” contains 

REC 1-3 and is involved in tracrRNA and crRNA binding [Jinek 

et al., 2014; Nishimasu et al., 2014]. The HNH and Ruv-C domains 

comprise the “nuclease lobe” and are responsible for DNA cleavage 

[Gasiunas et al., 2012; Jinek et al., 2012]. The bridge helix connects 

the recognition lobe to the nuclease lobe. It undergoes conforma-

tional changes upon target binding and forms specific interactions 

to stabilize the guide-target DNA duplex [Jinek et al., 2014; Nishi-

masu et al., 2014]. The C-terminal PAM interacting domain is 
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necessary for recognizing the PAM site in a double-stranded DNA 

duplex [Anders et al., 2014]. All the domains work together to iden-

tify targets, unwind the DNA, and direct specific cleavage of both 

DNA strands.

Let’s dig a little deeper into how it works. First, Cas9 must bind 

to a tracrRNA and a crRNA (or a hybrid guide RNA containing both 

sequences). Without both elements, the enzyme is non-functional 

and cannot cleave DNA [Jinek et al., 2012]. The tracrRNA is a  

co-activator; association with this RNA molecule is essential for Cas9 

cleavage activity. Next, Cas9 must survey the DNA for a target com-

plementary to the crRNA. How does it do this? In double-stranded 

Fig. 13.3.  Crystal structure of S. pyogenes Cas9 in complex with an R-loop DNA 
target (blue and red strands) and well as a hybrid crRNA:tracrRNA guide sequence 
(black strands). The protein wraps around the nucleic acid, bringing two nuclease active 
sites into proximity to the DNA target strands. The guide RNA and the DNA interact 
directly with the Cas9 protein in both the recognition lobe and nuclease lobe of the folded 
protein structure. The structure was rendered from coordinates 5F9R [Jiang et al., 2016].
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DNA, all the bases that would interact with the crRNA are paired 

with the complementary strand. The target sequence is hidden inside 

the duplex! As such, Cas9 must have a way to unwind DNA, so the 

guide RNA can displace the complementary strand of DNA to form 

a DNA-RNA hybrid. Some DNA helicases are known to have unwind-

ing activity, using the energy of ATP to cause unwinding [Caruthers 

and McKay, 2002]. But that is not the case with Cas9, as no ATP is 

required for target recognition or cleavage [Dagdas et al., 2017; Gong 

et al., 2018; Sternberg et al., 2015]. So how does it work?

The C-terminal domain of Cas9 can detect the presence of the 

5′-NGG-3′ sequence adjacent to a target site. It does so through 

specific interactions between amino acids in the PAM interacting 

domain and groups that lie in the major groove of the duplex [Anders 

et al., 2014]. If it finds the sequence “GG”, the interaction between 

the nucleotides and the protein distorts the geometry of the B-form 

duplex, allowing the DNA to unwind a little. When it does, the RNA 

guide can pair — if and only if it’s complementary to the DNA 

[Dagdas et al., 2017; Gong et al., 2018; Sternberg et al., 2015]. If it 

is not, Cas9 dissociates and moves on to survey another “GG” 

dinucleotide. As such, target selection is a two-step process. In the 

first, double-stranded DNA is surveyed for the presence of GG. In 

the second, the DNA is partially unwound, and if there is pairing 

between the guide and the DNA, the RNA displaces the rest of the 

DNA and the protein undergoes a conformational shift as a result, 

forming what’s known as an R-loop, an RNA-DNA hybrid within an 

otherwise duplex DNA [Hegazy et al., 2020].
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This R-loop structure positions each strand of the unwound 

duplex DNA into one of two enzyme active sites [Jiang et al., 2016]. 

The HNH domain cleaves the DNA at precisely one position in the 

RNA-DNA hybrid duplex three nucleotides downstream from the 

complement of the PAM site [Gasiunas et al., 2012]. The RuvC 

domain cleaves the single-stranded DNA also three nucleotides 

upstream from the NGG PAM [Gasiunas et al., 2012]. The result is 

a double-strand break with no overhangs.

You can think of Cas9 like a political canvasser, going from door 

to door soliciting support for their candidate. The first step is to 

knock on the door to see if there is an occupant inside willing to 

talk. If so, the canvasser has a few seconds to interact with the occu-

pant and convince them to support their candidate. If they find a 

willing listener, the door might open all the way, and they may be 

invited inside for coffee and further discussions. If they find an 

unwilling participant or someone with an opposing political leaning, 

the door gets slammed in their face, and it’s time to move on. So it 

is with Cas9, surveying the genome for NGG, hoping the DNA gets 

opened enough to form a stable interaction so it can get to business.

13.4 Cas9 from Bench-to-Bedside

As I described above, Cas9 has revolutionized how we do basic bio-

logical research into gene function and expression. In my lab, mak-

ing a new mutant of Caenorhabditis elegans is as easy as ordering a 

guide RNA, a supply of tracrRNA, and some Cas9 protein from a 
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vendor. We mix them together in a tube along with some buffer. If

we are looking to change the sequence of a gene, we add some DNA

that is homologous to the sequence we are trying to cut, but modified

with the changes we are trying to make. Because we work in worms,

we also add a little marker gene on a plasmid to let us know if deliv-

ery of our reagents was successful. We mix them all together and

place them in a small glass needle pulled from a borosilicate glass

capillary.

  The species we work with is barely visible to the naked eye. It’s

about the size of a fleck of dust; if you’ve ever seen a sunbeam shine

through a window and see floaters in the air, that’s about the right

size. We place several of the worms onto a glass coverslip and put

them on an inverted microscope (see  Figure  10.1). We mount our

borosilicate glass needle onto a micromanipulator, which is sort of

like a little joystick that converts our large-scale motions into tiny,

microscopic motions. One at a time, we move the worms and needle

together and inject a small volume of our reagents directly into the

worm’s germline. Then we remove the worms and place them in a

petri dish with a nice soft agar surface for it to crawl around on and

a bunch of food to eat. If our injection was successful, the marker

transgene that we included in our mix (harboring a mutated collagen

gene) will cause the children of the injected animal to move in tight

circles instead in a traditional sinusoidal worm-like pattern [Mello

et al., 1991]. It’s very easy to spot. On plates where there are “rollers”,

as they are called, we single out individual animals, let them lay eggs,

and then we look to see if the rolling animal has the  mutation we

engineered using PCR. If our success rate is 10%, we are happy. It’s
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not too much work to inject ten worms to get the mutant we need

for our research.

  If we want to use  CRISPR-Cas9  genome editing for patients, 10%

is not going to cut it. And we need the edits to provide some benefit

in the patient being treated, not in their children. What’s trivial in a

lab setting can be quite difficult to achieve in a clinical setting! Nev-

ertheless, the first  CRISPR-Cas9 gene editing therapy was approved

by the FDA on December 8th, 2023 [Singh  et al., 2024]. This therapy,

called Casgevy® (CTX001 / exagamglogene autotemcel), is indicated

for the treatment of both  sickle cell disease (SCD) and  beta-thalas-

semia [Frangoul  et al., 2024; Locatelli  et al., 2024]. To be eligible for

treatment, a patient with  SCD must be 12 years of age or older and

experience recurrent vasoeclusive crises. A patient with  beta-thalas-

semia must be 12 years of age and require frequent blood transfu-

sions. Casgevy® and its major competitor,  Lyfgenia®, were approved

on the same day. Lyfgenia® is a viral vector gene replacement ther-

apy that introduces a functional copy of the  beta-globin gene into

patients through viral integration [Goyal  et al., 2022; Kanter  et al.,

2022]. We discussed this therapy in Chapter 12. Casgvey® is a virus-

free gene-editing therapy that reactivates fetal  hemoglobin through

editing the BCL11A [Bauer  et al., 2013]. It’s remarkable to think that

the  research  paper  that first described  Cas9, published  from  the

Doudna and Charpentier lab in August of 2012 [Jinek  et al., 2012],

is now in patients, treating incurable diseases, and making a differ-

ence! Let’s walk through the process of how  Casgevy came to be.

  The framework for using gene editing to treat  SCD and  beta-thal-

assemia had already been worked out using  ZFN technology, as we
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discussed in Chapter 12 [Lessard et al., 2024]. Both SCD and 

beta-thalassemia are caused by mutations in the beta-globin gene. 

Beta-globin is expressed in a child only after birth. While in utero, 

developing embryos express a different gene called gamma-globin 

which makes a variant hemoglobin only expressed in the fetus (see 

Figure 2.4). To be clear, every child that is born with SCD or beta-thal-

assemia has a functional copy of the gamma-globin gene in their 

genome. If they didn’t, they would have died as embryos. After birth, 

a transcriptional repressor called BCL11A is expressed in hemato-

poietic stem cells and inactivates gamma-globin [Bauer et al., 2013]. 

Expression of BCL11A requires an enhancer element upstream of 

the BCL11A. When this enhancer is mutated, BCL11A is not 

expressed, and gamma-globin expression remains high. As such, if 

we can target that enhancer with genome editing technology, we can 

treat both diseases by replacing the non-functional or inactive 

beta-globin gene with gamma-globin that’s already found in the 

genome. All that is necessary is to break the enhancer element! This 

is the strategy that was used by Sangamo Therapeutics with their 

investigational drug ST-400 / BIVV003 [Lessard et al., 2024]. The 

same strategy was used by CRISPR Therapeutics in collaboration 

with Vertex pharmaceuticals in the development of Casgevy® 

[Frangoul et al., 2024; Locatelli et al., 2024].

As with Sangamo’s ST-400, Casgevy® is administered to patients 

ex vivo, meaning hematopoietic stem cells are harvested from the 

patient’s peripheral blood, cultured in a lab setting, edited, expanded, 

and then reinfused into patients with myeloblastive preconditioning 
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to allow the edited cells to take root [Frangoul et al., 2024; Lessard 

et al., 2024; Locatelli et al., 2024] (see Figure 12.7). A phase 3 clin-

ical trial of Casgevy® showed 97% efficacy in eliminating vaso-oc-

clusive crisis in SCD patients for a duration of 12 months, and 100% 

efficacy in preventing hospitalizations for vaso-occlusive crisis over 

the same period [Frangoul et al., 2024]. All patients that could be 

followed showed stable elevated fetal hemoglobin levels. The mean 

fraction of CD34+ edited T cells was 86.1% at six months and 

remained stable in the follow-up groups. Variant-aware targeted 

sequencing of potential off-target cleavage sites turned up no evi-

dence of off-target editing, suggesting that Cas9-directed cleavage 

and editing of the BCL11A locus was highly specific with this ther-

apy. As with ST-400, no recombination template was used during 

editing; imprecise repair by non-homologous end joining is the 

primary mode of editing. All the patients analyzed in this study had 

at least one adverse event, including stomatitis, neutropenia, 

decreased platelets, or decreased appetite. There were no cases of 

graft failure or cancer. Serious adverse events occurred in 45% of the 

patients. In all cases, clinicians concluded that these events were not 

due to the treatment but were consequences of the underlying disease. 

One patient who received treatment died from SARS-CoV-2 infection. 

The frequency and extent of adverse events is akin to other myelo-

blastive therapies.

A similar trial with Casgevy® was performed with transfusion- 

dependent beta-thalassemia patients [Locatelli et al., 2024]. The 

results to date show that 91% of patients no longer required 
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transfusions after engraftment of the treatment. The fraction of 

fetal hemoglobin was like the SCD studies, as was the frequency 

of edits in cells from treated patients. The rate and type of adverse 

events was comparable to the SCD study, no patient deaths 

occurred, and no instances of cancer were observed. The efficacy 

of Casgevy® in treating both diseases is impressive and constitute 

a major improvement in the quality of life for most of the patients 

who received the treatment. It will be interesting to follow the 

story of Casgevy® in the clinic to see if it truly is a “cure” for SCD 

and beta-thalassemia patients, or if patients will require additional 

treatments in the future. The hemoglobinopathies are just the 

beginning. Clinical trials are underway to treat chronic urinary 

tract infections, hereditary transthyretin amyloidosis, hereditary 

angioedema, cancers, HIV infection, diabetes, and systemic lupus 

erythromatosis.

13.5 Other CRISPR-Associated Genes

Cas9 is not the only useful CRISPR-derived protein to be character-

ized. There are many with interesting properties [Chavez et al., 2023; 

Pacesa et al., 2024] (see Figure 13.4). Cas12 is also being used to do 

gene editing in labs and in therapeutic development [Strecker et al., 

2019; Zetsche et al., 2017]. Like Cas9, Cas12 is a single protein 

enzyme that uses an RNA guide to identify complementary target 

DNA sequence. Unlike Cas9, it requires a PAM with the sequence 

5′-TTTV-3′, where V represents any nucleotide except T. This PAM 
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Fig. 13.4.  Four different CRISPR systems for genome editing or mRNA knockdown. 
Cas9 is the first and most used system, but requires an NGG PAM, limiting its utility in 
some regions of the genome. Cas12 has a T-rich PAM sequence and produces sticky ends, 
which can stimulate some forms of repair. Activated Cas12 can also lead to non-specific 
DNA cleavage. Cas13 is an RNA-targeting CRISPR system. Cas3 can cleave DNA at a 
distance upstream from the AAG PAM sequence, leading to long deletions. This system 
requires multiple proteins. Each has advantages and disadvantages for genome editing 
or therapeutic purposes.
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sequence allows targeting of AT-rich regions of the genome that 

cannot be accessed by Cas9. Another difference is that Cas12 cuts 

DNA and leaves an overhang, like EcoR1 and some other restriction 

endonucleases we discussed in this volume. The presence of over-

hangs may stimulate different kinds of DNA repair mechanisms, 

effecting the editing efficiency. Cas12 can also cleave DNA in trans, 

meaning the nuclease domains may target nearby DNA instead of 

just the DNA in the R-loop. This could be a useful or harmful prop-

erty, depending upon the desired outcome.

In contrast to both, Cas13 is an effector enzyme that acts on RNA 

rather than DNA [Konermann et al., 2018]. As such, Cas13 is more 

like the RISC complex we discussed when considering RNAi drugs. 

Like RISC, Cas13 uses complementary base pairing between a guide 

RNA and a target mRNA to effect cleavage of the RNA. Unlike RNAi, 

Cas13 can be programmed without the use of host proteins includ-

ing RISC loading machinery. The effector complexes have different 

biochemical properties, expanding the toolkit available for thera-

peutic applications.

More recently, Cas3 from type I CRISPR systems has been 

exploited due to its interesting properties. Unlike Cas9 and Cas12, 

Cas3 requires several accessory proteins in order to affect target 

cleavage [Morisaka et al., 2019]. A complex of proteins called cas-

cade, including Cas5, Cas6, Cas7, Cas8, and Cas11 do the work of 

binding to the guide RNA, identifying target sites, and opening up 

the DNA duplex to form an R-loop [Jore et al., 2011]. Cas3 recognizes 

these structures and shreds the DNA in the open region. Unlike Cas9, 
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Cas3 has a helicase domain that catalyzes DNA unwinding, so DNA 

cleavage is not limited to the R-loop but proceeds in a 3′–5′ direction 

on the DNA strand not bound to the RNA-guide. This type of enzyme 

makes large, localized deletions in DNA, rather than short indels 

[Morisaka et al., 2019]. These deletions can be valuable in both 

research and therapeutic contexts.

Recently, Locus Biosciences completed a phase 1 clinical trial and 

launched a phase 2 trial to evaluate the safety and efficacy of a first-

in-class Cas3 therapeutic that targets chronic urinary tract infection 

[Kim et al., 2024]. The drug, named LBP-EC01, is a cocktail of 

engineered bacteriophages that target E. coli. While bacteriophage 

therapy for hard-to-treat bacterial infections is not new [Strathdee 

et al., 2023], what’s interesting and innovative about LBP-EC01 is 

that the bacteriophage in the cocktail have been engineered to express 

CRISPR components that target the E. coli genome [Kim et al., 2024]. 

In essence, the virus is using the bacteria’s own innate immune 

antiviral defense system against it. In addition to the natural anti- 

bacterial properties of bacteriophage, the viruses shred the E. coli 

genomic sequence to ensure killing of the host species. The therapy 

targets E. coli only; the sequence specificity of the guide RNA ensures 

that other helpful bacteria strains aren’t destroyed. Early results from 

the trial show that the drug is well tolerated when delivered by 

catheter directly to the urinary tract [Kim et al., 2024]. Moreover, 

the bacterial concentration in patient urine decreased precipitously 

following treatment. More work will be necessary to assess safety 

and efficacy in a broader population, including long-term outcomes. 
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Nevertheless, this first-of-a-kind study revealed a clever way to hack

CRISPR to develop a novel  antibiotic.

  The  future  of  genome editing promises many  more  therapies

targeting many more diseases. The success of these approaches will

depend upon finding the right  enzyme for the job, and on our abil-

ity to deliver the editing agents to the right cells and tissues. With

blood-borne diseases, the strategy of autologous  hematopoietic stem

cell transplant  ex vivo  appears to be a successful solution. For immune

disease and cancer,  CRISPR-mediated  ex vivo  CAR-T cell production

appears to be the road to success [Tao  et al., 2024]. But if we’d like

to use  CRISPR to edit cells in other tissues, for example the brain or

muscle tissue, we still need to devise safe and effective methods of

delivery  in vivo, that is, to the tissue while still inside the patient.

Perhaps viral vectors will be useful in this  regard.  Indeed, Editas

Therapeutics is developing a  therapeutic where  CRISPR-Cas9 pack-

aged into an adeno-associated virus vector (AAV5) is delivered into

the eye to treat Leber congenital amaurosis [Pierce Eric  et al., 2024].

Other therapies are under development to target  Huntington’s disease,

Duchenne’s muscular dystrophy, and Rett syndrome with  AAV vectors

for efficient  in vivo  delivery.

  CRISPR  genome editing, like ASO,  RNAi, and  mRNA therapeutics,

is programmable. We can target almost any sequence with the tools

we have available. The next step will be to see if a successful  thera-

peutic strategy, like with Casgevy®, can be adapted to treat other

diseases of the blood, like  HIV infection, hemophilia, thrombopenia,

and more. As new  strategies to deliver gene editing  reagents that

target  additional  tissue  types  are  developed, the  hope  is  that  all
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diseases of that tissue should become tractable. It’s amazing when 

you think about it.

Another hurdle is that the therapies developed to date are not 

truly “editing” the genome. What have achieved thus far is more 

accurately described as redacting the genome. We’ve figured out how 

to cut, but we aren’t so good at pasting. To achieve the true potential 

of CRISPR genome editing, we will need to figure how to enhance 

the efficiency of homology-directed repair in patients the way we are 

able to do it with model organisms in the lab. Imagine repairing a 

gene the way one might repair a car, a washing machine, or a broken 

computer — by finding the faulty part and replacing it with a func-

tional one. We may see that dream become reality someday; it’s not 

as far into the realm of science fiction as one might think! 
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The Ethics of  
Genome Editing

14.1 The CRISPR Baby Scandal

With great power comes great responsibility. In late November of 

2018, during the weekend after the Thanksgiving holiday in the 

United States, I was idly scrolling through Twitter (now X) when 

I saw a headline that left me dumbfounded. Antonio Regalado, 

the senior editor for biomedicine at The MIT Technology Review, 

broke a story with the title “Chinese scientists are creating CRISPR 

babies” [Regalado, 2018]. His reporting was soon confirmed by the 

Associated Press and other news outlets, and then by the principal 

investigator himself — Dr. He Jiankui from Southern University of 

262

https://pezeshkibo
ok.com



Science and Technology, Shenzhen, China. Dr. He claimed, in a series 

of YouTube videos, to have performed “gene surgery” on fertilized 

human embryos to render them immune to HIV infection (https://

youtu.be/aezxaOn0efE). He had implanted two of those embryos 

into a woman who brought the babies to term. The babies, nicknamed 

Nana and Lulu, had been treated with CRISPR-Cas9 during an in 

vitro fertilization (IVF) procedure known as intracytoplasmic 

sperm injection (ICSI). Dr. He targeted Cas9 to the CCR5 gene, a 

co-receptor on the surface of CD4+ T cells that helps HIV virions 

cross the cytoplasmic membrane. Previous studies had shown that 

a naturally occurring allele in humans called CCR5∆32 was protec-

tive against HIV infection [Dean et al., 1996; Liu et al., 1996; Samson 

et al., 1996]. Dr. He reasoned that if the embryos were treated with 

reagents that destroyed the CCR5 gene, then the babies would also 

be protected from HIV infection.

The patients recruited to his study included HIV-infected hus-

bands with HIV-negative wives who normally would not have the 

opportunity to conceive without transmitting the infection from 

father to child without expensive procedures [van Leeuwen et al., 

2009]. Dr. He offered to perform IVF by the ICSI method while 

co-delivering CRISPR reagents to inactivate the CCR5 gene (see 

Figure 14.1). The success or failure of the “gene surgery” was assessed 

by preimplantation genetic diagnosis, which essentially analyzes the 

genotype of a small population of cells harvested from the embryos 

before implantation in the awaiting mother [El Tokhy et al., 2024]. 

After it had been determined that there was evidence of editing in 
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  Fig.  14.1.  Comparison of  IVF and  ICSI technology. In  IVF, eggs harvested from  a
mother are incubated with sperm collected from a donor in a dish. Fertilization of the
egg proceeds through the natural fertilization mechanism. Using  ICSI, a single sperm
cell is injected directly into the egg, bypassing the biological fertilization process. This
procedure is useful when the sperms have motility issues, or when they must be washed
to eliminate virus (like  HIV) that might be present in seminal fluid.

the embryos, the embryos were implanted, and both babies brought

to term. According to accounts disseminated through news outlets,

both babies were born normal and healthy [Greely, 2019].

  Dr. He was scheduled to present his work at the 2nd International

Summit on Human  Genome Editing in Hong Kong on November

28th. The National Academy of Sciences of the United States planned

to stream the conference live, and I stayed up until the early morning

hours Eastern Standard Time so I could watch Dr. He’s presentation

in real time. What I gleaned from the talk was that the mutations

were made using the imprecise non-homologous end joining method

(NHEJ)  rather  than  the  more  precise  homology-directed  repair.

Neither baby had been engineered to express the protective CCR5∆32

allele (see  Figure  14.2). The data, including sequencing of placental

tissue and/or cord blood, revealed the true nature of the mutations.

It was clear from the slides that one of the babies was heterozygous
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  Fig.  14.2.  Domain structure and mutations of the  CCR5 gene.  CCR5 is a membrane
protein with seven transmembrane domains. The protective CCR5∆32 allele eliminates
three spans. The mutations found in the first two  CRISPR babies are also shown. Two
are  frameshift mutations that give rise to new extracellular sequence (bold). The third
is a 15-nucleotide deletion that is in frame but removes five amino acids. The figure is
adapted with permission from Ryder [2018].
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for the deletion allele, meaning that only one copy of the gene had 

been edited [Greely, 2019; Ryder, 2018]. This child would still be 

susceptible to HIV infection! The other child had two different 

mutations, each of which likely inactivated CCR5 [Ryder, 2018]. 

However, the data also suggested that the mutations were mosaic, 

meaning that not all cells of the embryo had been edited [Ryder, 

2018]. Some of the cells were normal, and others carried the muta-

tions. As such, it is very likely that this child also remains suscepti-

ble to HIV infection. Dr. He also revealed in his talk that another 

pregnancy was nearing term from an implanted edited embryo, and 

soon a third CRISPR baby would be born. One report suggests this 

child is also heterozygous for mutation in CCR5 [Newcomb, 2023].

As details continued to emerge, it became clear that Dr. He was 

acting as a rogue agent. Both the university and the hospital where 

Dr. He claimed to do the work have disavowed all knowledge of his 

efforts [Greely, 2019]. It has also been claimed that he had not 

received prior authorization for the work from the Chinese govern-

mental regulatory officials. An investigation by Chinese authorities 

claimed that approval documentation had been forged, and on 

December 30th, 2019, he was found guilty of an illegal practice of 

medicine, fined, and sentenced to three years of imprisonment 

[Normile, 2019]. 

Scientists from around the globe were quick to levy criticism 

towards Dr. He, including your author [Ryder, 2018]. My primary 

criticism focused on the fact that there was no unmet medical need. 

HIV can be removed from sperm through a protocol called sperm 
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washing prior to ICSI, limiting the risk of transmitting the infection 

from father to embryo. 

Second, the mutations that were made were untested due to the 

imprecise nature of CRISPR-NHEJ. They had not been shown to be 

protective against HIV, nor was it clear that they are safe. Third, 

CCR5 has been implicated in being protective against infection by 

other viruses, including West Nile virus [Lim et al., 2006]. Others 

pointed out additional problems. For example, it was well established 

that NHEJ led to imprecise edits in mice and that ICSI led to exten-

sive mosaicism in primates at the time Dr. He did this work [Chen 

et al., 2015; Guo and Li, 2015; Liang et al., 2015; Niu et al., 2014; 

Schaefer et al., 2017; Shin et al., 2017]. He proceeded anyways. Lastly, 

it has been shown that CCR5 knockout in the brain may aid in 

learning and memory in animal model systems [Zhou et al., 2016]. 

Was there an ulterior motive to this work? The specter of designer 

babies and eugenics raised its ugly head. The entire sordid affair 

raised alarm bells the world over. The era of genetically modified 

humans had arrived, and the world was ill prepared. Rogue scientists, 

forged documents, genetically modified humans, super babies — the 

plot line seemed lifted from science fiction, but it was all too real.

What are the implications? First, the CCR5 variants that Dr. He 

produced will be passed on to the next generation, with unknown 

consequences. Second, he worked in secrecy, without institutional 

or governmental review, with a motivation to be the first to produce 

a genetically modified human. Clearly more oversight and regulation 

are needed. Third, the work was not well conceived, and for reasons 
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obvious to specialists in the field, it is highly unlikely that the goal 

of rendering the children immune to HIV was achieved. Fourth, it 

remains unclear that the mutations he made in the children were 

harmless. Finally, there was fear that this work would set back the 

burgeoning field of CRISPR therapeutic development by causing an 

international backlash against the technology. As stated above,  

Dr. He was punished for his work. We do not know the outcomes 

of the children, their general state of health, or the extent of mosa-

icism. We may never know. I hope they lead long, happy lives in 

complete anonymity. I hope they are OK.

14.2 Somatic vs. Germline Edits, What’s the Big Deal?

Casgevy® is lauded as a breakthrough in genome editing therapeu-

tics while the CRISPR baby affair turned into a major scandal [Greely, 

2019; Singh et al., 2024]. Why? What’s the difference between the 

two procedures? The primary difference is that Casgevy® edits 

somatic tissue, while the strategy employed by Dr. He edited germ-

line tissue. What does that mean, and why is it important? Let’s break 

it down.

Casgevy® treats a disease. It does so by editing cells harvested 

from a patient then reintroduced into the patient. The cells that are 

edited form the different types of cells that make up our blood. These 

cells, and all cells that aren’t directly involved in making sperm or 

eggs, are called somatic cells. Edits to somatic cells do not get trans-

ferred to the next generation. More, edits to the blood cells don’t 

affect cells in the brain. Edits to the brain don’t affect cells in the 
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muscle, and so on. The edits are specific to the cells that receive the

treatment.  If there  is a problem with  the cells that are edited, the

problem will likely be confined to the tissue where the edit happened.

The difficulty with somatic editing is that many cells must be edited

to confer a  therapeutic benefit [Chavez  et al., 2023; Pacesa  et al.,

2024], and as discussed previously, delivery  in vivo  is a truly chal-

lenging problem.

  By contrast, editing in the germline does not have the goal to treat

disease. Instead, the  goal  is to mitigate  the  risk of disease  in our

children, giving them a better life. The technology is about assisted

reproduction for couples who have reason to believe that their future

children will be born with serious genetic ailments. The germline is

the tissue that makes our sperm and eggs, the male and female gam-

ete cells that are necessary for reproduction. Importantly, edits made

to sperm, eggs, or one-cell embryos will be replicated in all cells of

the progeny during development of the fetus. Trillions of cells, all

with the same changes to the DNA. By rewriting the DNA  in the

germline, you solve the efficiency problem of  genome editing. The

edited  DNA is replicated  every time  the cell divides. Brain cells,

muscle cells, liver cells, and the child’s own germline cells — all are

edited. Their children will inherit the edits too.

  Where could such a technology be useful? Imagine the following

hypothetical situation. You are a woman with  sickle cell disease

(SCD). You have responded well to therapy, and you are leading a

normal life because of the treatment. You decide to have children

with your husband, who has learned that he is a carrier of  SCD but

is otherwise unaffected by the disease. There is a 50% chance that
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your children will have  SCD, inheriting one bad allele from you, and

having even odds of receiving a mutant allele from your husband.

What are your options? Well, you could let nature take its course

and deal with the outcome. Or you could try to stack the deck against

passing  on the  disease  by using  IVF and  preimplantation genetic

diagnosis to select for embryos that have a normal  beta-globin allele

[El  Tokhy  et   al.,  2024].  What  if, instead,  you  could  target  your

husband’s germline with  CRISPR reagents such that all the  sperm

that carry the mutant  beta-globin gene are destroyed? This would

reduce the probability that your children would inherit the disease

(although they  would still be carriers).  What  if  CRISPR reagents

could  correct  the  broken  beta-globin gene in  the  egg or  embryo?

Perhaps you consent to a treatment where your eggs are harvested

and fertilized  in vitro  by  ICSI with sperm collected from your hus-

band. Imagine that  CRISPR-HR (homologous recombination) tools

are used to edit the embryo at the one-cell stage, replacing all copies

of the broken  beta-globin with a functional version. Once implanted,

and brought to term, your child would not have the disease. Every

cell in their body would have a normal  beta-globin gene. Should your

child choose to conceive one day, they would have normal children

without the need for treatment. In this example, one treatment cures

not only the child, but potentially their children, grandchildren, great

grandchildren, and so on. Sounds like a good thing, right?

  There’s a catch. First, the technology  doesn’t exist yet to do it.

Researchers have had initial success with precise editing of primate

embryos intended for implantation [Cui  et al., 2018; Kang  et al.,

2019; Kumita  et al., 2019; Yao  et al., 2018; Yoshimatsu  et al., 2019].
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 Even the HBB gene encoding  beta-globin has been studied [Midic

et al., 2017], but  CRISPR-HR remains inefficient  in embryos and

there remains the problem of mosaicism. If the DNA replicates and

cells divide before the editing finishes, not all cells will have the same

genotype. More work is needed to improve the technology before it

becomes safe and effective. We simply aren’t there yet.

  This use case seems particularly limited, but we can cite several

examples where editing an embryo might be beneficial. In fact, any

autosomal recessive disease where both parents are affected could

benefit from this approach. What about other diseases with an auto-

somal  dominant  inheritance  pattern?  For  example,  imagine  a

would-be parent recently diagnosed with  Huntington’s disease. With

this disease, there is a 50% chance that the child will develop Hun-

tington’s as well. If we could find a way to edit the mutant version

of the Huntington  gene to prevent the disease, we could mitigate

this risk. But is it worth it? At the moment, no, due to the inefficiency

of the editing technology at our disposal. Another reason is there is

not an unmet medical need. We know how to  genotype  embryos.

ICSI is typically performed on multiple eggs at once. The DNA con-

tent of the embryos can be surveyed, and only embryos that lack the

disease-causing Huntington’s allele can be implanted.

  There is a line that must be drawn. What edits are reasonable,

what edits are not? There are some seemingly reasonable use cases

for germline  genome editing technology outlined above. As technol-

ogy improves, more use cases may become apparent. But what hap-

pens when germline editing becomes routine? Do we allow mutations

to be engineered that impact physique, hair and eye color, height,
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weight, athleticism? Do we allow edits that impact learning and 

memory? Aggressiveness? Competitiveness? How about lifespan? 

Or aging? Or cosmetic changes, like skin that glows under UV light, 

or eyes with new shapes and strange colors? Should failing to correct 

a genetic disease in the embryo lead to some kind of punishment, 

or increased insurance rates? Maybe governments shouldn’t allow 

babies with the potential for disease to be born at all? Sounds like 

science fiction again, right? These themes have been explored in 

books and in film. But I don’t think that future is as far-fetched as it 

seems.

14.3 The Role of Society

Not long after the CRISPR baby story broke, Dr. Erik Sontheimer 

and I co-hosted a panel discussion on the ethical considerations of 

genome editing at UMass Medical School. The event was open to all 

students, faculty, post-docs, and staff. Panelists included Dr. Anas-

tasia Khvorova, an expert on RNA therapeutic development,  

Dr. Katherine Luzuriaga, an expert on HIV infection, and Dr. Son-

theimer, an expert on the biology of CRISPR systems. An MD/PhD 

student served as the moderator. We took questions from the audi-

ence about the scandal, shared our opinions, and answered questions 

about the technology. The goal wasn’t to instill our ethos into those 

in attendance, but rather to stimulate discussion about the work and 

its implications. After the panel was complete, a person I didn’t 

recognize walked up to me and said they didn’t understand 

why everyone was so upset. Citing the social media revolution and 
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quoting a company motto used in the early days of Facebook, he 

said “move fast and break things”. While I can see the value of that 

mentality in software engineering and other fields, I draw the line 

when discussing living, breathing human babies. I firmly believe we 

should move carefully, with oversight, step-by-step, with the health 

and well-being of the child as the only motive.

Reasonable scientists will accept a modicum of regulation. What 

is allowed and what is forbidden is not for scientists alone to decide. 

That is not our role. Instead, we must be able and willing to provide 

clear and frank appraisals of all technological developments. We owe 

that much at least to the greater community that hosts us. What is 

reasonable and what is forbidden, these are questions we must all 

consider and weigh in on. I think we should leave well enough alone. 

I am informed by my personal experience and by the deep under-

standing that we don’t always know or fully understand the things 

we think we know. Surely the values and morals that I was raised 

with contribute to my feelings on the matter. But that is just one 

man’s opinion. It is worth no more or no less than yours. These are 

societal decisions, and at some point, and I think soon, we should 

come to terms with the possibilities that the technology brings. 

14.4  The Regulatory Landscape of Germline  

Genome Editing

In December of 2018, the World Health Organization called for an 

“Expert Advisory Committee on Developing Global Standards for 

Governance and Oversight of Human Genome Editing”. The panel 
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included well-known researchers, bioethicists, policy experts, phi-

losophers, and lawyers from all over the world. In their first meeting 

report, the committee called for a halt to all human germline genome 

editing, recommending to the WHO Director-General that “it would 

be irresponsible at this time for anyone to proceed with clinical 

applications of human germline genome editing” [WHO Expert 

Advisory Committee on Developing Global Standards for Governance 

and Oversight of  Human Genome Editing, 2019]. The Director- 

General then issued that statement as policy of the WHO, calling for 

a moratorium pending further review [Lindmeier, 2019]. In a frame-

work of governance established by the committee, several additional 

recommendations were made [WHO Expert Advisory Committee 

on Developing Global Standards for Governance and Oversight of 

Human Genome Editing, 2021]. In short, paraphrased form, the 

recommendations are as follows.:

1. The Director-General of the WHO should provide leadership on 

germline editing policy.

2. A framework for international cooperation for governance and 

oversight of germline editing research should be established.

3. A registry to monitor all human germline genome editing research 

should be established.

4. Germline genome editing research should be limited to countries 

with domestic oversight policies.

5. A pathway to report illegal, unethical, unregistered, or unsafe 

research to regulatory agencies should be established.
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6. Equitable access to new transformative technology through 

coordination of intellectual property rights should be insured.

7. An interagency branch with the United Nations to promote 

education and engagement around the relevant issues surround-

ing frontier technologies should be established.

8. A clear set of ethical values to guide future work in germline 

editing research and other breakthrough technologies should be 

agreed upon.

9. The recommendations should be reviewed every three years. 

As of today, January 28, 2025, there are no binding international 

moratoriums or regulatory framework to govern human germline 

genome editing. Nevertheless, many countries have enacted their 

own provisions. The Council of Europe’s Convention on Human 

Rights and Biomedicine (aka the Oviedo Convention) states in Article 

13 that “An intervention seeking to modify the human genome may 

only be undertaken for preventive, diagnostic or therapeutic purposes 

and only if its aim is not to introduce any modification in the genome 

of any descendants” [Council of Europe CETS164, 1997]. Thirty 

countries have ratified this treaty, including Denmark, France, Spain, 

and Sweden (https://www.coe.int/en/web/conventions/full-list? 

module=signatures-by-treaty&treatynum=164). Several countries 

including Germany, Canada, Australia outright forbid research 

and development of human germline genome editing technology 

[Lyu and Spero, 2024]. China has revised its biotechnology policy 

concerning human genome editing stating “any medical research 
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activity associated with human gene and human embryo must com-

ply with the relevant laws, administrative regulations and national 

regulation, must not harm individuals and violate ethical morality 

and public interest” [Song and Joly, 2021; Wang et al., 2023]. In the 

United States, human germline genome editing for reproductive 

purposes is not explicitly banned, but the FDA is forbidden 

from reviewing or approving applications that make use of the 

technology, and the National Institutes of Health policy forbids the 

use of federal funds for human germline genome editing research 

[National Institutes of Health, 2020]. In Japan, research into human 

germline genome editing is permitted, but embryos are not allowed 

to be implanted into the womb, and the embryos must be destroyed 

within 14 days [Yui et al., 2022].

While policies differ and occasionally change with expanding 

data and technology, the consensus among scientists and leaders in 

the field appears to be that most do not support human germline 

genome editing for reproductive purposes [Lovell-Badge et al., 2021]. 

Opinions vary on the use of the technology for research purposes. 

It is my personal belief that improvements to the technology can be 

derived from work in mouse and primate model systems, and when 

the technology is ready, then we can revisit the potential value and 

use cases for human germline genome editing. For now, I fully sup-

port a moratorium on both research into and application of human 

germline genome editing for reproductive purposes.
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The Future of RNA 
Medicine

15.1 Barriers to Everyday RNA

As described in the previous chapters, we have made incredible 

progress in the last ten years in bringing informational drugs out of 

the lab and into clinics. Antisense oligonucleotides, RNAi drugs, 

mRNA vaccines, and now CRISPR therapeutics are approved to treat 

a wide variety of infectious diseases and genetic ailments [Dowdy, 

2023; Jin et al., 2025; Pacesa et al., 2024; Tang and Khvorova, 2024]. 

The goal for RNA therapeutics has long been to use the same strat-

egy to treat multiple ailments by simply changing the sequence of 

277

https://pezeshkibo
ok.com



Part I I I :  

the drug [Khvorova and Watts, 2017]. We have seen evidence for 

that with each of these technologies, leveraging the same solution 

to develop treatments for other disease indications. What are the 

remaining hurdles to cross before RNA medications become an 

everyday thing?

The first and most important is delivery. We know how to  

treat lower motor neurons with antisense oligonucleotides [Finkel 

Richard et al., 2017], but other tissues remain a challenge. We know 

how to effectively deliver RNAi drugs to the liver [Nair et al., 2014], 

but what about the heart or other tissues? We know that mRNA 

works well as a vaccine vector delivered to muscles [Baden et al., 

2021; Goswami et al., 2024; Polack et al., 2020], but could mRNA 

be infused into hematopoietic stem cells to treat blood-borne dis-

eases? We can effectively edit our own genome in cultured hemato-

poietic stem cells to treat disease [Frangoul et al., 2024; Locatelli 

et al., 2024], but we haven’t developed approved approaches to 

delivery in other tissue types.

What strategies will be used to overcome these barriers? Chem-

ical modifications, lipid nanoparticle formulations, and viral vectors 

all have a role to play. All three technologies seek to address the same 

problem, how to target specific cells, and how to get the informational 

drug across the cellular membrane. Adeno-associated viral vectors 

look extremely promising, as new viral tropisms can be evolved in 

a laboratory setting [Perabo et al., 2003]. The success of the tri- 

antennary galNac targeting group on RNAi drugs proves that 

chemical modifications can provide strong handles for cell targeting 
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[Nair et al., 2014]. One day, perhaps engineered proteins, or protein 

lipid conjugates, might help guide our therapies to their intended 

target cells. These are solvable problems. Through careful and clever 

investigation, brute force screening, and the occasional breakthrough, 

I suspect that more and more tissues and organs will be targetable 

in short order, leading to new indications and more patients that can 

be helped.

The next pressing issue is regulation. I have no good answers 

on how to solve this problem. In 2014, the average cost for  

phase 1, 2, and 3 clinical trials ranged from 37 million to over  

110 million USD [Wong et al., 2014]. This expense is certainly 

higher in 2025. The high expense coupled with the average 90% 

failure rate explains why even seemingly successful drug candidates, 

like Sangamo Therapeutic’s ST-400/BIVV003, which appeared to 

do well in early-stage trials [Lessard et al., 2024], have not advanced 

to the clinic. The hope is that once a few examples of a successful 

technology — like the galNac targeted siRNA platform that spawned 

givosiran, lumasiran, and inclisiran — have been demonstrated to 

be safe and effective, new drugs made from the same platform can 

follow a more streamlined approval protocol. Regulatory oversight 

of drug manufacturing also must be considered. The chemical 

reagents used to create Milasen cost a few hundred US dollars 

[Cross, 2019]. It could be synthesized in an afternoon in large 

quantities if it was being used for research purposes. But synthe-

sizing the same molecule to be included in a therapeutic destined for 

a human patient requires much more effort, including contracting 
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a facility that is compliant with current good manufacturing prac-

tices (cGMP). The estimated cost to make the drug that Mila 

received is estimated to be in the millions.

I believe oversight and regulations to be a good thing! We need 

checks and balances to ensure safety. Nobody wants to take a med-

ication that turns out to be a poison. Nobody wants to find out that 

rules had been skirted, or shortcuts taken, when it comes time to 

taking an investigational new treatment. The promise of informa-

tional drugs is that what is safe for one is safe for all. I hope that’s 

true, but time will tell.

15.2 Personalized RNA Medicine

I have a vision, perhaps more fantasy than one-day reality. But I can 

see it clearly in my mind’s eye. A patient walks into a clinic. They 

have been suffering from weakness, lethargy, paleness, shortness of 

breath, and heart palpitations. Upon examination it is discovered 

that they are anemic, have an enlarged spleen, and weaker than 

expected bone structure. After a rapid genetic test, it is discovered 

that they have beta-thalassemia intermedia, a disease characterized 

by one bad copy of the beta-globin gene HBB and one partially func-

tional copy. They are one of one hundred thousand people who will 

receive a diagnosis like this. During this visit, they will need a blood 

transfusion and iron-chelating agents to reduce the near-toxic level 

of iron in their blood.

The doctor takes a sample and sequences the beta-globin alleles 

in their patient. They discover that the weak allele is a mutation 
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in a splice acceptor that is causing exon skipping 50% of the time,

reducing the amount of functional  beta-globin. Having identified

their disease-causing  mutation, they walk  over  to the oligo  syn-

thesizer, which is about the size of a small microwave, and program

a  guide  RNA  that  is  complementary  to  the  patient’s  exact  beta-

globin  sequence.  The  guide  RNA  is  manufactured  on  the  spot.

Then,  the  doctor  hands  the  guide  RNA  to  the  pharmacist,  who

formulates  a  CRISPR  mix  that  has  Cas9,  a  lipid  nanoparticle,  a

repair  template  specifying a  corrected  HBB  gene,  and  the  newly

synthesized  guide RNA. Once mixed, the editing reagents are loaded

into a syringe, and the doctor injects the patient subcutaneously

with the mixture at their next visit. One week later, the follow-up

shows that patient is no longer anemic, have much improved vitals,

and is generally feeling well. Confirmatory sequencing shows that

about  half  of  the  sampled  peripheral  blood  cells  contain  edited

DNA. The disease is cured, not treated, and the whole process took

less than three weeks.

  Is this vision possible? I think so. Many technology advances will

need to happen, and the policy will need to keep up with them. It

is  not hard to program  an oligo  synthesizer (yes, they  exist), and

there’s no reason to think that a  guide RNA couldn’t be manufactured

at point of care then mixed with cGMP-produced reagents to make

a patient-specific dose. It is sometimes difficult to think of a medi-

cation made just for me, as  Milasen was made just for a poor young

girl with  Batten disease. But it’s not outside the realm of possibility.

Diagnosis by  next-generation  sequencing, custom-manufactured

informational drugs delivered at point of care, therapeutics tuned
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specifically to your own genome. All possible. If we can dream it, 

maybe one day it will be reality. We don’t have to be afraid of the 

future. We simply need to prepare for it, work cautiously yet 

optimistically, and dream of a world where incurable diseases are a 

thing of the past.

15.3 A Future in Peril

While in the late stages of preparing this volume, a discovery so 

remarkable was published that I feel compelled to include it here. 

The results of a phase 1 clinical trial to study a vaccine-based pan-

creatic cancer therapy held by researchers at the University of 

Pennsylvania was published [Rojas et al., 2023]. The data showed 

that personalized mRNA vaccines, developed to specifically target 

patient-specific neoantigens (cancer-specific proteins on the surface 

of tumor cells), are safe. In a pair of follow-up reports, after three 

years, six out of eight (75%) patients that responded to the therapy 

remained cancer-free [Lopez et al., 2025; Sethna et al., 2025]. In 

addition, they continued to show the presence of anti-cancer T-cells, 

demonstrating that their anti-cancer immune memory is long-lived. 

Phase 2 trials to establish efficacy in a larger population are under-

way, but for those familiar with pancreatic cancer and its outcomes, 

the preliminary results are truly exciting!

At the same time, a preliminary report from Yale University sci-

entists studying post-vaccination syndrome suggested that patients 

who experience long-term symptoms after having received the 

COVID-19 mRNA vaccines are more likely to have changes in their 
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immune cell profiles, including an increase in TNF-alpha positive 

T-cells, more frequent reactivation of latent Epstein-Barr Virus 

infection, and elevated concentration of circulating Spike protein 

[Bhattacharjee et al., 2025]. These results have been released in a 

preprint on medRxiv but have not yet been peer reviewed. Never-

theless, the work has stimulated a large amount of anti-mRNA vac-

cine sentiment, and two state legislatures have introduced bills to 

curtail the use of mRNA vaccines. Montana bill MT HB371 was 

passed from committee to the House but was rejected by a 66–34 

vote [Fast Democracy, 2025a]. IA SF360 been passed to the House 

but has not yet been put to a vote [Fast Democracy, 2025b]. Both 

bills seek to make administration of an mRNA vaccine to another 

person a misdemeanor crime, punishable by fine of up to $500 per 

incident. There is no reasonable scientific justification for the pro-

posed bills. Clinical trials have clearly demonstrated the efficacy of 

mRNA vaccines [Baden et al., 2021; Goswami et al., 2024; Polack 

et al., 2020]. While it remains possible that some people will not 

tolerate the vaccine technology, the overwhelming consensus is that 

mRNA vaccines are safe, effective, and beneficial to patient popula-

tions at risk of severe disease. While society has a role in defining 

what technologies are acceptable and permissible, policy decisions 

should follow the data, not propaganda, and data should be sourced 

from reputable peer-reviewed publications and vetted through appro-

priate regulatory agencies (such as the FDA), who are trained 

and experienced in navigating the analysis of clinical trial results. 

Society should not debate what is true. Science has many safeguards 
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for that. Society should debate what is ethical. I stand by the science, 

the scientists, and the professionals at the FDA when it comes to 

defining what’s true. I rely on my friends, neighbors, and politicians 

to decide what is ethical.
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